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The Charlotte Urban Institute and the 

Charlotte Regional Data Trust equip 

changemakers in our communities 

with data and information that kindles 

community transformation and 

makes a difference in people’s lives.

ABOUT THE INSTITUTE
+ DATA TRUST

This year, the Charlotte Urban Institute (Institute) 

celebrates its 55th year and the Charlotte Regional 

Data Trust (Data Trust) celebrates its 20th, each 

with a rich history of equipping changemakers in our 

communities and region with data and information 

that kindles community transformation and makes a 

difference in people’s lives.

Established by the state legislature in 1969 to serve 

our urbanizing region, the Institute is our region’s 

applied research and community outreach center. We 

engage expertise across a diverse set of disciplines 

and life experiences to curate data and conduct 

actionable research and policy analysis to convene 

and equip changemakers.

The Data Trust, formed in 2004, is a community–

university partnership that links administrative data 

across service and organizational silos to provide 

information our community can act on. The Data 

Trust is a 501(c)(3) and a university–affiliated entity 

governed by a board of community and university 

stakeholders and staffed by the Institute. In addition 

to their fiduciary responsibilities, the Board guides 

the strategic priorities of the Institute. Together, 

the Institute + Data Trust provide information and 

infrastructure our community can use.
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LETTER FROM THE BOARD PRESIDENT 
+ EXECUTIVE DIRECTOR

In 2021, the Charlotte Regional Data Trust’s Board of Directors took a step we had never before 

taken in our then 17–year history – we started a fundraising campaign to put data to use for our 

community. We believed in the promise of the Data Trust to connect our community across data 

silos, but we also knew that we lacked critical data infrastructure to scale our impact.

The following year, we took a couple more big steps – we changed our name from the Institute 

for Social Capital to the Charlotte Regional Data Trust and we voted to become an advisory 

board for the UNC Charlotte Urban Institute. These actions underscored our commitment 

to serve as a trusted partner for community data and information, and to further align the 

resources and efforts of two UNC Charlotte community–facing centers.

We release this first State of Our Data report as we celebrate the completion of our fundraising 

and the launch of our new web portal created through that community investment. The report 

will serve as an annual check–in with our Board and committee members, our data partners and 

data users, and other community and university stakeholders about the available infrastructure, 

the people in our data, and how our data have been used in the past year.

We’re already using the information from this report to inform recruitment for our Community 

Data Advisory Committee (CDAC), to ensure that the people in our data are represented in 

our Board governance. We intend to further use this and subsequent reports to inform our 

stakeholders, guide our planning, and to track our impact.

We are grateful to the many people it takes to build and sustain an enduring community 

data infrastructure – our Board, our committees, our donors, our staff, our data and research 

partners, and, especially, the people in the data. The purpose of this infrastructure isn’t data for 

data’s sake, but data to ensure that everyone in our region can thrive. Thank you.

Jenny Ward Lori Thomas
Jennifer Ward, President

Charlotte Regional Data 
Trust Board of Directors

Dr. Lori Thomas, Executive Director

Charlotte Urban Institute + 
Regional Data Trust

This report will serve as an annual check–in with our Board and 
committee members, our data partners and data users, and 
other community and university stakeholders about the available 
infrastructure, the people in our data, and how our data have been 
used in the past year.
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INTRODUCTION

Equipping changemakers requires infrastructure – the components, 

systems, and practices necessary to consistently, effectively, and ethically 

put data to use for community benefit. One dataset, one dashboard, or 

one report can provide valuable insights but more is required to guide 

the ongoing community and organizational decision–making necessary to 

ensure everyone in our community thrives. The work requires an enduring 

data and research infrastructure that is accessible to multiple and diverse 

community stakeholders.

The Institute + Data Trust are committed to providing the critical building 

blocks of evidence–based and ethical decision–making so everyone in our 

region can thrive. The State of Our Data Report provides our communities, 

partners, and stakeholders with an accessible summary of this enduring 

infrastructure, and particularly the data we hold in trust and why it matters.

The Institute + Data Trust 

are committed to providing 

the critical building blocks of 

evidence–based and ethical 

decision–making so everyone 

in our region can thrive.
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What do we mean by Data Trust?
In legal terms, a trust is an arrangement where a person 
or an entity holds an asset on behalf of a designated 
beneficiary. At the Institute + Data Trust, we hold data for 
our partners, for community benefit – especially for those 
who are represented in the data. The “Our” in the State of 
Our Data is purposeful and inclusive. We recognize that the 
integrated data we hold does not “belong” to the Institute + 
Data Trust.

Trust is also the essential work of this community asset 
– to build trust among our stakeholders. As is often 
said, “Data moves at the speed of trust” (Robert Wood 
Johnson Foundation, 2015). And we prioritize building 
and maintaining trust with all of our stakeholders – from 
the individuals and communities whose data we hold, 
to the organizations and institutions that collect and 
share the data, to the researchers, analysts, and people 
with lived expertise who help make sense of its patterns 
and anomalies.

Why does trust matter?
Trust is the foundation for our most basic, fruitful human 
interactions. And trusted relationships are required to 
build collaborations that last and help individuals and 
communities meet common goals and commitments.

We are releasing this first annual report during a time of 
profound distrust in our society and among our communities. 
Much of the growing distrust finds fuel in misinformation 
and disinformation and the explosion of data that is used to 
support dueling arguments. People from a range of political 
and ideological perspectives are wary of, or simply do not 
believe in, the objectivity of data or the neutrality of some of 
our key institutions like public universities or governments 
that routinely embrace research and data–driven solutions 
(Brady & Kent, 2022; Saad, 2023).

The lack of trust is also exacerbated by the lived experiences 
of how data and research have worked in people’s lives. It 
is hard to trust the numbers when the data have regularly 
driven decisions that don’t benefit your family or families 
like yours. Redlining, with origins in a 1933 doctoral 
dissertation (Hoyt, 2000; Rothstein, 2017), was supported by 
population data and financial risk models and, yet, resulted 
in racially segregated housing, and in residential and 
business lending practices that continue to impact outcomes 
as diverse as health and generational wealth (e.g., Krieger et 
al., 2020). The closure of 108 rural North Carolina hospitals 
since 2005 (Sheps Center, 2024) and the persistence of 
health professional shortage areas in both our rural and 
urban communities (HRSA, n.d.) speak louder than the data–
driven financial models that are cited in their closures. When 
your family and community’s livelihood and well–being are 
regularly threatened by policies and business practices that 
are supported by data and research, it’s hard to trust the 
organizations championing the numbers.

It’s also hard to trust the numbers when data and 
research regularly describe your community in incomplete 
and primarily deficit–focused ways. If the map of your 
neighborhood or community consistently illustrates what 
is wrong, without a more complete context that includes 
community assets and the histories and policies that have 
cumulatively resulted in negative outcomes, it may be 
difficult to trust the research or those responsible for it.

To nurture the relationships and collaboration needed to 
build communities and a region that works for everyone, we 
have to take these concerns seriously and work to build trust 
among the many who never had, or have lost trust in data 
and research.

At the Institute + Data Trust, we hold data for 

our partners, for community benefit – especially 

for those who are represented in the data. The 

“Our” in the State of Our Data is purposeful and 

inclusive. We recognize that the integrated data 

we hold does not “belong” to the Institute + 

Data Trust.



Trust is also the essential work of this 
community asset – to build trust among 
our stakeholders.

And we prioritize building and maintaining trust with all of our 

stakeholders – from the individuals and communities whose data 

we hold, to the organizations and institutions that collect and 

share the data, to the researchers, analysts, and people with lived 

expertise who help make sense of its patterns and anomalies.
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•	 For our data users, we recognize that impactful research 
and analysis move faster when our processes and 
communication are clear and timely. We also recognize 
that research is more accurate and effective when 
researchers have access to robust metadata, relevant 
history and context. We work continuously to enhance 
the information that is available to those who use our 
data resources.

Purpose of the report
The State of Our Data report is an annual description of the 
state of this community data infrastructure, the data the 
Institute + Data Trust hold, and the ways our stakeholders 
have used the data in the previous year. This annual report 
is shared with the Data Trust’s Board of Directors and our 
partners, and is available to the public on our website.

In addition, we will use annual information about who is 
in our data to inform representation on our board and its 
committees. We will also use this information to guide our 
communication and dissemination strategies. And, the report 
will help us monitor the extent of data coverage across key 
quality of life domains and across our region.

We anticipate that, as we engage our current and new 
stakeholders, this report will evolve. We will be able to report 
on new partners, new research questions, and new uses 
of the data. And we will be able to report on the growing 
impact of our shared community resources.

Finally, this report is one of the many ways we practice 
transparency in our work and honor the investment of UNC 
Charlotte, our donors, and particularly our communities, 
whose lives are represented in our data and whose quality of 
life we seek to ensure. Trust requires transparency.

How do we build trust?

For each of our stakeholders, we are responsible for 
pursuing and ensuring trustworthiness. Here’s how we work 
to achieve it:

•	 For the people represented, and overrepresented in  
our data, we recognize that data points are people and we 
treat the data with the same care and respect we would 
want information about us to be treated. We structure 
ways for people to participate in decisions about how 
their data are used, and we work to ensure that research 
about communities can inform and be used by those 
communities. We also create accessible and affordable 
capacity–building opportunities to understand research 
and use data.

•	 For our data partners, we recognize the legal and ethical 
responsibility to protect data privacy and to use data to 
improve programs for the people they serve. We know 
organizations face significant challenges to develop and 
maintain the legal and technical capacity to effectively 
access and use data. We work on the backend to sustain 
critical community data infrastructure and involve 
organizations in decisions about the data they share.
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At the Institute + Data Trust, we equip changemakers with the information 

they need to create a city and region where everyone thrives. Through our 

community data infrastructure, we provide access to information about 

interconnected domains such as education, the economy, and housing 

that determine people’s quality of life.

Our infrastructure  includes the data tools we provide like our integrated 

administrative data system, the Charlotte-Mecklenburg Quality of Life 

Explorer, and the emerging Regional Explorer. It also includes the services, 

technology, policies, and practices that ensure access, security, ethical 

use, and impact.

And crucially, our community data infrastructure is inextricably linked 

to the people and partners who contribute data, expertise,  and context, 

join us in research and dialogue, and put the tools, services, and 

information to work for our communities and region. These relationships 

not only support our work, they are also what makes our infrastructure 

notable. On the following pages, we briefly highlight each component of 

the ecosystem.

OUR COMMUNITY
DATA INFRASTRUCTURE
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Interconnected Domains
The Institute + Data Trust work across nine interconnected 
domains that influence quality of life and thriving at 
individual, organizational, and community levels. Issues 
and opportunities in these domains rarely exist in isolation. 
Instead, they are dynamically connected and often require 
multiple forms of data, diverse research methods, and a 
range of expertise to understand. We continuously seek new 
data sources and conduct applied research to help us and 
our communities better grasp these arenas and the ways 
that different people in our region may experience them.

Data Infrastructure
Our community data infrastructure supports understanding 
and improving these nine domains for everyone’s benefit, 
particularly those who have not historically shared in 
the prosperity of our Charlotte region. Key tools of our 
infrastructure include:

•	 The Data Trust’s integrated administrative data system 
links individual-level data across organizational silos. 
Administrative data are data collected for operational 
purposes as people engage with services and agencies. 
Even though the data are not collected for research 
purposes, it can provide rich information to better 
understand complex social problems and evaluate 
solutions.  At the Data Trust, we repurpose administrative 
data  for research, evaluation and planning. Data can be 
accessed through a secure data request process on our 
web portal.

•	 The Charlotte-Mecklenburg Quality of Life Explorer 
(Quality of Life Explorer) is a publicly accessible data 
tool provided in partnership with the City of Charlotte, 
Mecklenburg County, and the towns of Cornelius, 
Davidson, Huntersville, Matthews, Mint Hill and Pineville. 
Users can access data on more than 80 variables for 462 
neighborhoods in Charlotte-Mecklenburg. Data for the 
Quality of Life Explorer is drawn from a variety of federal, 
state and local sources, and includes variables that 
generally correspond to our nine infrastructure domains. 
The tool allows users to create  custom geographies (i.e., 
school zones, business districts, light rail corridors) or 
use the designated neighborhood boundaries. Data are 
updated annually and can be accessed on the Quality 
of Life Explorer dashboard and on the Data Trust’s 
web portal.
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•	 The emerging Regional Explorer will create a census 
tract-based tool for the 14-county Charlotte metropolitan 
region. The application will have a similar look and feel 
to the Quality of Life Explorer, but will add functionality 
to compare neighborhoods, cities and counties across 
time, and conduct exploratory analysis via a companion 
dashboard. In a later phase, the Regional Explorer will 
integrate existing research reports and stories by the 
Institute or our partners to provide additional context on 
quantitative data points available through the tool. The 
Regional Explorer will offer a unique, integrated lens on 
how the Charlotte region is changing across time. Data 
from the tool will be available through the dashboard and 
on the Data Trust’s web portal.

•	 The Institute has historically conducted public opinion 
surveys and, after a pandemic pause, we are resuming 
this service that focuses on residents’ quality of life, 
perceived well-being, and other topics important to our 
communities and partners. Leveraging a representative 
sample of the community, we analyze the survey results 
to identify patterns and trends on various topics ranging 
from public safety to education, health, transportation, 
and housing. Survey data will complement local and 
regional indicators and will become an additional 
longitudinal data source available on the Data Trust 
web portal.

•	 The Impact, Data, and Evaluation Academy (IDEA) is 
a community capacity-building initiative that provides 
access to training and skill-building  so people can put 
data and information to use in their organizations and 
communities. A community-driven certificate program 
on the foundations of research, evaluation, and data 
management is currently in development and will be 
piloted in 2025. This program will be open to all but is 
specifically intended to build on the assets of small and 
grassroots organizations and address the barriers they 
face in research and evaluation.

•	 The Institute’s data, research, & policy services provide 
support alongside community and university partners on 
numerous local and regional projects and initiatives. Our 
staff researchers bring expertise in disciplines ranging 
from public health, social work, urban planning, and 
political science to communications, computing, and 
anthropology. In addition to data application and research, 
we are committed to convening meaningful conversations, 
as well as translating our research and technical findings 
into information that’s easier to understand and apply.

In addition to the technology, policies and practices that 
support them, these components offer a community data 
infrastructure that we support, maintain, and grow for 
broader community use and application.
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People & Partnerships
The strength of our infrastructure is dependent on our 
relationships – the people that volunteer to govern and 
guide the work, the partners that share data, the people 
who use it, question it, and push the Institute + Data Trust 
to make our infrastructure more applicable. There are many 
hands that shape our work and we highlight key stakeholder 
groups below.

•	 Board of Directors and Committee Members. The Data 
Trust Board maintains responsibility over the data held 
by the Data Trust and use of the data is managed by the 
Board’s Data and Research Oversight Committee (DAROC). 
A suite of legal agreements and data governance practices 
comply with federal and state privacy laws and help 
ensure the integrity and security of the data.  Our Data 
and Technical Advisory Committee (DTAC) monitors our 
technical infrastructure, and particularly the completion 
and implementation of the new web portal and cloud-
based data system. A new Community Data Advisory 
Committee (CDAC) will work to ensure that people who are 
represented in the data participate in decisions related to 
its use.

•	 Data Partners. Our integrated administrative data 
partners sign legal agreements to share individual-level 
data with the Data Trust and include three types of 
partners. Our standing partners deposit data at least 
annually into our integrated data system. Our project-
specific partners do not have a regular deposit schedule 
but they have standing data-sharing agreements and 
their data may be requested for use. Our legacy partners 
have signed data-sharing agreements in the past, but 
have not yet signed updated data agreements that allow 
participation in our new data portal.

	 The Quality of Life Explorer is also dependent on data 
partnerships, with ongoing data sharing among the three 
lead organizations – the City of Charlotte, Mecklenburg 
County, and the Institute + Data Trust.  In addition, we 
work with the towns of Cornelius, Davidson, Huntersville, 
Matthews, Mint Hill, and Pineville to access their specific  
municipal data for the Quality of Life Explorer. More 
information about  data partners is available on the Data 
Trust website.

•	 People in the Data. The administrative data and Explorer 
data represent people and their experiences. We are 
working to include and partner with people and groups 
represented in our data through our Community Data 
Advisory Committee and by partnering with small and 
grassroots organizations for data sharing and mutual 
capacity building.
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•	 Data Users. Community, faculty, and staff researchers 
turn the data available through the Data Trust’s web 
portal and Explorer tools into information our community 
can use. Those projects most recently approved for use 
of administrative data are listed later in the report.

•	 UNC Charlotte Partners. The Institute is a unit of UNC 
Charlotte’s Division of Academic Affairs and the Data 
Trust is a 501(c)(3), affiliated entity of the University. 
We rely on partnerships with other University units 
and divisions to support key functions of the Institute 
+ Data Trust. The divisions of Academic Affairs, 
Advancement, Legal Affairs,  OneIT, and Research  are 
key internal partners in our ongoing operations, their 
engagement spelled out in part in the Data Trust’s 
cooperation agreement with UNC Charlotte. Our sister 
unit, urbanCORE (Community Oriented Research & 
Engagement), as well as multiple academic departments 
are key partners that inform use of and engagement with 
the Institute + Data Trust.

•	 Community Investors. Since 2019, a number of public 
and private funders have contributed to our data 
infrastructure improvements, including seed funding in 
2019 from The Gambrell Foundation. The Gambrell gift 
allowed us to bring in a third party to assess our data 
and technical infrastructure and make recommendations 
that led to the Board decision to launch a fundraising 
campaign to improve our infrastructure. Pledges from 
Bank of America and UNC Charlotte kicked off the 
campaign and we successfully completed it with a gift 
from an anonymous corporate foundation, allowing  us 
to fund student data stewards through our capacity-
building initiative, the Impact, Data, and Evaluation 
Academy (IDEA). Our community investors include:

•	 Advocate Health

•	 Bank of America

•	 City of Charlotte

•	 The Duke Endowment

•	 Foundation For The Carolinas

•	 The Gambrell Foundation

•	 The Knight Foundation

•	 Mecklenburg County

•	 Trane Technologies

•	 United Way of Greater Charlotte

•	 UNC Charlotte

•	 UNC Charlotte School of Data Science
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This section describes two key data sources at the Institute + Data Trust: 

(1) the spatial variables used for the Quality of Life Explorer and the 

emerging Regional Explorer, and (2) annual deposits of administrative 

data into the Data Trust’s integrated data system. Additional details on 

data, methods, and analyses are available in Appendix A.

Explorer Data
The Charlotte–Mecklenburg Quality of Life Explorer and Regional Explorer use 

data from multiple sources to map variables on quality of life domains to our 

neighborhoods and communities. These data help us understand our own spaces 

and places, but also help us see patterns – areas where we are thriving together, 

or areas where we have work to do to ensure that everyone can share in the 

prosperity of our city and region.

The focus of our communities’ Explorer data is on place. The Quality of 

Life Explorer focuses on our neighborhoods in Charlotte–Mecklenburg, called 

Neighborhood Profile Areas (NPAs) in the Explorer. NPA boundaries were 

determined using data from community partners and in conversations with 

neighborhoods conducted by the City, County, and UNC Charlotte in 2011. While 

neighborhood boundaries may change over time, we generally do not adjust 

neighborhood boundaries, which make it possible to observe patterns in the same 

place over time.

While neighborhoods are the focus for the Quality of Life Explorer, the Regional 

Explorer will display data at the larger census–tract level across the Institute’s 14–

county region.  Eventually, and as regional neighbors express interest, the Institute 

can work with municipalities, county governments, and their residents to create 

more granular tools like the Charlotte–Mecklenburg Quality of Life Explorer. In the 

meantime, the Regional Explorer will offer an integrated lens on how quality of life 

in our region is changing across place and time. Additional details on the Explorer 

tools and the methods we use are available in Appendix A
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Our Data Sources by Arena

Explorer Data Integrated Administrative DataDATA TYPE LEGEND

CIVIC ENGAGEMENT 
& BELONGING

City of Charlotte
Mecklenburg County Board of Elections
Town of Cornelius
Town of Davidson
Town of Huntersville
Town of Matthews
Town of Mint Hill
Town of Pineville

ECONOMY & WORK

American Community Survey
Bureau of Labor Statistics
City of Charlotte

City of Charlotte Neighborhood & 
Business Services

CRISIS ASSISTANCE MINISTRY
Federal Deposit Insurance Corporation

GOODWILL INDUSTRIES OF THE 
SOUTHERN PIEDMONT

LAKEVIEW NEIGHBORHOOD ALLIANCE

Longitudinal Employer Household 
Dynamics

 MECKLENBURG COUNTY DEPARTMENT 
OF SOCIAL SERVICES – COMMUNITY 
RESOURCES

Mecklenburg County Register of Deeds
Mecklenburg County Tax Parcels
National Credit Union Administration

EDUCATION

American Community Survey
Bethlehem Center
Cabarrus County Schools
Central Piedmont Community College
Charlotte Mecklenburg library

 CHARLOTTE-MECKLENBURG SCHOOLS
City of Charlotte
Communities in Schools
Freedom School Partners
Girl Scouts Hornet’s Nest Council
Kannapolis City Schools
SCHERMCO FOUNDATION
SMART START OF MECKLENBURG COUNTY
University of North Carolina at Charlotte
YMCA

ENVIRONMENT

CharMeck 311

Charlotte Water

Charlotte land use planning

City of Charlotte

City of Charlotte Solid Waste Services

Duke Energy

Mecklenburg County Land Use & 
Environmental Services Agency

Mecklenburg County Parks and 
Recreation

Piedmont Natural Gas

U.S Department of Agriculture

U.S Geological Survey

US Environment Protection Agency

HEALTH, MENTAL HEALTH 
& WELLBEING

Advocate Health

Cardinal Innovations

Center for Disease Control

Lakeview Neighborhood Alliance

MECKLENBURG COUNTY DEPARTMENT OF 
SOCIAL SERVICES – CHILD, FAMILY AND 
ADULT SERVICES

 MECKLENBURG COUNTY DEPARTMENT 
OF SOCIAL SERVICES – COMMUNITY 
RESOURCES

Mecklenburg County Health and Mental 
Health Department

Mecklenburg County Parks and 
Recreation

North Carolina Board of Pharmacy

Novant Health

SMART START OF MECKLENBURG COUNTY

U.S Department of Agriculture

YMCA

HOUSING & HOMELESSNESS

National Housing Preservation Database

American Community Survey

Charlotte Family Housing

Charlotte land use planning

City of Charlotte

HOUSING & HOMELESSNESS
(continued)

 CITY OF CHARLOTTE HOUSING AND 
NEIGHBORHOOD SERVICES

City of Charlotte Neighborhood & 
Business Services

CRISIS ASSISTANCE MINISTRY

DreamKey Partners

HABITAT FOR HUMANITY OF THE 
CHARLOTTE REGION

HEAL CHARLOTTE

Hearts United For Good

HOMELESS MANAGEMENT INFORMATION 
SYSTEM (30+ AGENCIES)

 Inlivian

Mecklenburg County Code Enforcement

Mecklenburg County Register of Deeds

Mecklenburg County Tax Parcels

North Carolina Housing Finance Agency

THE HOUSING COLLABORATIVE

The Relatives

U.S. Department of Housing and 
Urban Development

SAFETY & JUSTICE

CHARLOTTE-MECKLENBURG POLICE 
DEPARTMENT

City of Charlotte Fire Department

Cornelius Police Department

Huntersville Police Department

Matthews Police Department
MECKLENBURG COUNTY SHERIFF’S 
DEPARTMENT
Mecklenburg E911

Mint Hill Police Department

Pineville Police Department

TRANSPORTATION

American Community Survey

Charlotte Area Transit System

Charlotte Department of Transportation

Charlotte land use planning

City of Charlotte

NC Department of Transportation

Data partners in all caps deposit data annually to the Data Trust or are in the process of beginning annual deposits. Other partners deposit data as requested or 
are legacy partners.
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Administrative Data
The Data Trust’s integrated administrative data system uses 
data that are collected for an organization’s operational 
purposes such as managing program enrollment or tracking 
services provided. While collected for another purpose, 
administrative data can be repurposed for research, 
evaluation, and planning.

Integrating administrative data addresses the central 
challenge of organizational and information silos, 
particularly across the often fragmented health and human 
services landscape. Community challenges and opportunities 
span organizations and sectors, but the data that would 
help us better understand issues and create solutions 
are trapped in data silos. Integrated administrative data 
systems allow us to span our information silos to more 
comprehensively understand how people move within and 
across organizations and sectors.

The focus of the Data Trust’s integrated administrative 
data system is on people. Because the Data Trust’s 
administrative data is about people and, because the 
information that organizations collect on people’s lives 
can be sensitive and private, there is an additional layer of 
legal responsibility and ongoing governing processes that 
accompany our work. We manage the deposit, use, and 
privacy of these data with a suite of legal agreements and 
a decision-making process that all partners agree to before 
joining the Data Trust (See the Data Trust website for a 
description of how the Data Trust works).

The administrative data described in the chart to the 
right includes the data holdings of our standing partners, 
both individual and collaborative partnerships. We use 
abbreviations and colors to refer to data partners in 
the graphics.1

In the next section, we describe the count of unduplicated 
individuals in our data holdings, the extent to which 
individuals are present in the data of multiple partner 
organizations, and individual’s demographic characteristics. 
We describe an annual count of 2023, our most recent year, 
and we also provide longitudinal information since 2016.2 
See Appendix A for a more in depth description about 
partner years and methods included in analyses.
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NAME ABBREV. & COLOR

Charlotte-Mecklenburg Homeless Management 
Information System (34 partner organizations)

HMIS

Charlotte-Mecklenburg Schools CMS

Crisis Assistance Ministry Crisis

Goodwill Industries of the Southern Piedmont GW

Habitat for Humanity of the Charlotte Region – 
Homeowner

Habitat – 
Homeowner

Habitat for Humanity of the Charlotte Region – 
Critical Home Repair

Habitat – CHR

Mecklenburg County Department of Social 
Services – Economic Services

DSS – ES

Mecklenburg County Department of Social 
Services – Abuse and Neglect Investigations

DSS – ANI

Mecklenburg County Department of Social 
Services – Family In Home Services

DSS – FIHS

Mecklenburg County Department of Social 
Services – Children in Custody

DSS – CIC

Mecklenburg County Sheriff’s Office  – 
Arrest Processing Center3 MCSO – Arrest

Mecklenburg County Sheriff’s Office – Booking MCSO – Booking

1Note that of our standing partners, Heal Charlotte, City of Charlotte Housing and Neighborhood Services, Charlotte-Mecklenburg Police Department, and those listed as “New Partners in 
Process” above are either still in the data onboarding process or we didn’t have data at the time of the data pull for this project and will be reflected in a future report. In addition, Habitat for 
Humanity for the Charlotte Region, Mecklenburg County Sheriff’s Office, and Mecklenburg County Department of Social Services (DSS) share more than one distinct dataset with the Data Trust. 
Depending on the analysis, they may be described as one organization or as a specific dataset.
2Note: This dataset is sent to us by Mecklenburg County Sheriff Office (MCSO) and includes data from the Arrest Processing Center, which includes arrest data from all arresting entities in 
Mecklenburg County.
3When possible, data partner datasets are provided for dates 1/1/2016-12/31/2023. For Charlotte-Mecklenburg Schools, the 2022/2023 school year is the most recent school year used in this 
report. The Homeless Management Information System Data is through 12/31/2022, the MCSO Arrest data goes through 4/30/2022, and Habitat for Humanity of the Charlotte Region Homeowner 
and Critical Home Repair go through 2/29/2022. Goodwill Industries of the Southern Piedmont data begins 1/1/2020. For more information See Appendix A.

Standing Data Partner Names, 
Abbreviations, and Colors

How many unique people are reflected in  
our administrative data?
In 2023, administrative data on 370,434 unduplicated 
individuals were included in the Data Trust, approximately 
32% of the Mecklenburg County population (American 
Community Survey 1-Year Estimates, 2023). Since 2016, 
a total of 767,325 unique individual’s administrative 
data have been reflected in the Data Trust, while overall 
annual unduplicated counts of individuals remain fairly 



steady, ranging between 345,752 in 2020 to 384,678 
in 2022, or 37.2% to 34.4% of the annual Mecklenburg 
County population. Figure 2 below describes the annual 
unduplicated count of individual data in the Data Trust 
compared to the annual Mecklenburg County population.

Figure 3 displays the total number of unique individuals by 
data partner. Unless otherwise noted, the numbers are for 
the entire year of 2023. Data partners vary widely by how 
many people they serve and the size of their datasets. The 
largest datasets are Mecklenburg County Department of 
Social Services – Economic Services, Charlotte-Mecklenburg 
Schools, and Crisis Assistance Ministry.
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FIGURE 2 – Since 2016, the number of unique people in the Data Trust 
has remained relatively stable, representing about 35% of the Mecklenburg 
County population.

FIGURE 3 – DSS – ES, CMS, and Crisis represent the largest data partners 
(n= 481,808).

FIGURE 4 – There is variation in the characteristics collected by data partners.

What are the characteristics of the people in 
the Data Trust’s administrative data?
The administrative data held by the Data Trust includes 
information our partners collect about the characteristics 
of the people they serve. Whether or not specific data are 
collected, however, isn’t always consistent. These variations 
are typical in administrative data and can be driven by 
government regulations, funding requirements, and/or 
simply the evolution of an organization’s data system. Figure 
4 below describes the types of characteristics that are 
collected by each of the Data Trust’s standing data partners 
in their most recent deposit.

Race* Ethnicity* Under 18* Over 18* Geography* Gender*
Education 

Level Disability Income Immigration
Military/Vet 

Status

CMS 4 4 4 4 4

Crisis 4 4 4 4 4 4 4 4 4 4 4

DSS-ANI 4 4 4 4 4

DSS-CIC 4 4 4 4 4 4

DSS-FIHS 4 4 4 4 4

DSS-ES 4 4 4 4 4 4

GW 4 4 4 4 4 4

Habitat – CHR 4 4 4 4 4 4

Habitat – 
Homeowner

4 4 4 4 4 4 4

HMIS 4 4 4 4 4 4 4 4 4

MCSO – Arrest 4 4 4 4 4

MCSO – Booking 4 4 4 4 4 4

*Characteristics described further on next page.



As the figure on the previous page shows, there is variation 
in what data partners collect. This section focuses on 
variables that are collected the most consistently across 
data partners: race, ethnicity, gender, age, and geography.
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FIGURE 5 – In 2023, the majority of people in the Data Trust identified as 
Black or African American (n=370,434).

FIGURE 6 – Since 2016, the share of racial and ethnic identities has been 
fairly steady, with a slight increase of Hispanic or Latino people.

FIGURE 7 – The 2023 population of people in the Data Trust differs from 
the overall population of Mecklenburg County. People who identify as Black 
or African American or Multi-Racial are overrepresented (n=370,434). 

Normalization: The data collected about people’s 
characteristics may vary from partner to partner. The 
Data Trust normalizes these data, meaning we make 
methodological decisions to standardize the data so 
they can be grouped and compared. We normalize 
the names of the racial, ethnic, and gender groups 
because there is variation across data partners. The 
Data Trust acknowledges the need to standardize data 
as well as the risk of doing so, particularly when it can 
obscure and oversimplify identities. More information 
about normalization is available in Appendix A.

Representation: In several places, this report 
describes proportionate representation 
and disproportionate overrepresentation or 
underrepresentation. This refers to how the data we 
hold compares to data on the overall population of 
the county or the particular area we are describing. 
Understanding representation is important in the use 
and interpretation of Data Trust data.

Race & Ethnicity
In 2023, the majority of individuals (49.6%, n=183,609) 
whose administrative data are in the Data Trust identified as 
Black or African American (see Figure 5). White individuals 
represented 23.9 % of individuals (n=88,874). Those 
identifying as Native Hawaiian or Pacific Islander or Native 
Alaskan or American Indian each made up less than 1% of 
the Data Trust’s administrative data (0.1%, n=306; 0.2%, 
n=712, respectively). The multi-race category, which we 
discuss in more detail below, included 12.6% (n=47,075) 
of individuals, while individuals identifying as Hispanic or 
Latino were 7.3% (n=27,228) of the most recent Data Trust 
data. Those identifying as Asian were 4.8% (n=17,793) of 
the data.

Since 2016, the proportions of racial and ethnic groups 
represented in Data Trust data have been relatively similar. 
There has been a slight increase over time in the percentage 
of Hispanic or Latino people and a slight decrease in White 
people, similar to larger population trends in Mecklenburg 
County over the same period (Figure 6).

Compared to the Mecklenburg County population, people who 
identify as Black or African American are overrepresented 
in Data Trust data (see Figure 7). In Mecklenburg County in 
2022, the latest available data on the county population, 



Black or African American individuals were 30.9% of the 
population. White individuals are underrepresented in 
Data Trust data in comparison to the Mecklenburg County 
population, as are Hispanic or Latino individuals. There 
is a slightly higher percentage of people who identify as 
American Indian or Alaska Native and Native Hawaiian or 
Pacific Islander than the Mecklenburg County population. 
There is also a slightly lower percentage of people who 
identify as multi-racial. This may be due to the fact that, 
in the Data Trust data, we included a count for all racial 
categories a person identified within any dataset. We may be 
capturing more detail than the US Census is able to report.

Among people who are in more than one dataset 
(n=288,626), the overrepresentation is even more 
pronounced (see Figure 8). People who identify as Black or 
African American, and who are in more than one dataset, 
represent 60.9% (n=175,669) of the population compared to 
48.2% (n=369,946) of the overall population of people in the 
Data Trust. Similarly, the percentage of people who identify 
with two or more races, and are in more than one dataset, 
is double the percentage of the overall population of people 
in the Data Trust (20.8%; n=60,071 and 9.3%; n=71,145, 
respectively). All other racial and ethnic identities of 
people who are in more than one dataset represent smaller 
percentages than in the overall population of the Data Trust.
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FIGURE 8 – For people who were in more than one dataset, the 
representation of people who are Black or African American or Multi-Racial 
is even more pronounced (Overall n=766,679; 2+ datasets n=288,626).

There are a number of possible reasons for 
overrepresentation and underrepresentation in Data 
Trust data. One reason may be the implications of 
eligibility criteria.  Many of the datasets at the Data 
Trust are associated with economic hardship. For 
example, people who apply for Mecklenburg County 
Department of Social Services – Economic Services 
(our largest dataset) are seeking financial support. 
Undocumented individuals, however,  are not eligible 
for many government programs  and this may deter 
mixed-status households (households that include 
both documented and undocumented immigrants) 
from enrolling in services (e.g., Bovell-Ammon et 
al., 2019; Vargas & Pirog, 2016). This could lead  to  
underrepresentation of Hispanic or Latino people in 
the Data Trust data despite their size and growth in the 
broader Mecklenburg County population.

While eligibility criteria may account for the above 
underrepresentation, explanations for disproportionate 
representation in administrative data may be less 
straightforward and more systemic in nature. For 
example, historic  policies and practices like redlining 
and subsidized housing support explicitly restricted 
equal access to housing and homeownership, and has 
been linked to a negative impact on wealth generation 
for families of color (e.g., Scott, 2024). These early and 
subsequent policies have contributed to the wealth gap 
between White and Black households impacting who has 
household or network wealth to prevent or delay use 
of public safety net programs, partly explaining  why 
people who identify as Black or African American are 
overrepresented in the Data Trust data.

It is also important to consider who is more likely to 
be surveilled in our society and for what reasons. 
Even in an age of surveillance through our phones 
and wearables, we are more likely to collect sensitive 
data during people’s most difficult times and 
disproportionately so  from families of color and 
families who are poor (e.g., Eubanks, 2018; Fong, 
2020). Understanding the extent and implications of 
disproportionate representation in our data can help us 
make ethical decisions about data use and guard against 
research that furthers harm.

Understanding Data 
Overrepresentation 
and Underrepresentation



One benefit of an integrated administrative data system is 
that it allows us to combine racial identities across datasets, 
so where one partner has used a multi-racial category and 
another has allowed a person to list all their racial or ethnic 
identities, we begin to see the complexity reflected in a 
seemingly simple category.

Here, we describe the racial or ethnic category for each 
person whose administrative data is in the Data Trust. The 
charts combine all racial and ethnic identities for every 
unique person, across all datasets from 2016-2023. The 
visualizations describe how major racial and ethnic categories 
are linked to an array of diverse racial and ethnic identities. 
Figure 9, called a chord diagram, shows the racial and ethnic 
identities for all unique people represented in the Data Trust, 
and the makeup of multi-racial and ethnic identities.

diversity is not necessarily captured in our typical categories 
of race and ethnicity. The Sankey diagrams below (Figures 
10-16) provide a more detailed picture of each racial or and 
ethnic identity and the extent to which other identities are 
part of each category in Data Trust Data.
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FIGURE 9 – The racial and ethnic identities represented by the people in 
the Data Trust are complex and multifaceted (n=767,325). 

How to read the Sankey diagrams: Each chart 
displays a racial or ethnic category. The left side of 
the chart is the main racial or ethnic category, and the 
right side shows which other races are linked to that 
main racial or ethnic category. Thicker lines indicate 
more people. Small percentages are not shown.  
See Appendix A for data tables.

How to read the chord diagram: Each segment of the 
chart displays a racial or ethnic category. The size of 
each segment shows how large that racial or ethnic 
group is based on how many unique people identify 
with that category. The different colored lines in each 
segment link to the additional categories people 
identified. Thicker lines represent more people. For 
example, under the Hispanic or Latino segment, about 
half of the people who identified as Hispanic or Latino 
also identified as White. And under the Black segment, 
a small group also identified as Hispanic or Latino.

Black or African-American is the largest group in the Data 
Trust’s integrated data, followed by White, Hispanic or Latino, 
and then Asian. The chord diagram demonstrates, however, 
that these categories are not mutually exclusive and that 

FIGURE 10 – Sankey of Black or African American (n=400,472).

FIGURE 11 – Sankey of White (n=277,116).

FIGURE 12 – Sankey of Asian (n=40,754).
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FIGURE 17 – The genders of people in the Data Trust are 
representative of Mecklenburg County. A very small number of people 
identify with a gender other than singuarly male or female (n=370,434).

The integration of administrative data allows us to see a 
more nuanced description of race and ethnicity among 
our partners. Both the chord and Sankey diagrams 
remind us of the complexity of the categories we often 
default to and particularly challenge our framing of 
issues around simple racial binaries like Black or White. 
The data also suggest care around the use of catch 
all categories like “multi-racial.” More information 
on methods regarding the above chord and Sankey 
diagrams is available in Appendix A.

Gender
In 2023, people who identified as female (52.5%, 
n=194,327) made up a slightly larger share of people 
represented in the Data Trust than those who identified 
as male (46.8%, n=173,486, see Figure 17). This is 
representative of the population in Mecklenburg County. 
In 2023, females represented 51.7 % of the population 
and males made up 48.3 % (ACS 1-Year Demographic 
and Housing Estimates, 2023. Table DP05).

A small number of people represented in the Data 
Trust (0.004%, n=16) identified as a gender other 
than singularly male or female, including transgender 
and non-binary. Only some data partners collect data 
on genders other than male or female: Charlotte-
Mecklenburg Homeless Management Information 
System (since 2014), Crisis Assistance Ministry 
(since 2012), and Goodwill Industries of the Southern 
Piedmont (since 2019). This means that we are likely 
undercounting the number of people who identify with 
genders other than male or female. The US Census 
does not collect gender data other than male or female. 
Since 2016, the share of females, males, and people 
identifying as genders other than male and female 
represented in the Data Trust has remained stable.

FIGURE 13 – Sankey of Multi-Racial (n=9,573).

FIGURE 14 – Sankey of American Indian or Alaska Native 
(n=7,533). 

FIGURE 15 – Sankey of Native Hawaiian or Other Pacific 
Islander (n=2,699).

FIGURE 16 –  Sankey of Hispanic or Latino (n=2,699).



Age
In the Data Trust data, people are represented across 
different phases of the life course – from infancy to old age. 
Historically, the Data Trust focused primarily on children 
and families, but subsequent data partnerships extended 
to adults. For some data partners, like Mecklenburg County 
Department of Social Services – Abuse and Neglect 
Investigations and Charlotte-Mecklenburg Schools (CMS), 
only children are represented; while some data partners, like 
Goodwill Industries and Mecklenburg County Sheriff’s Office, 
only collect information about adults. Other data partners, 
like the Homeless Management Information System and 
Crisis Assistance Ministry, collect information about entire 
households, so both children and adults are represented.

Figure 18 displays the median age and age ranges for all data 
partners between 2016 and 2023 as of their most recent 
entry. Age was calculated as of the most recent entry. Except 
for Habitat for Humanity’s Critical Home Repair, the median 
age across all other datasets is under 40 years.
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FIGURE 18 – People across the life cycle are represented in the Data Trust.

Where do people in the Data Trust data live?
Address information in some partner datasets allow us to 
understand where people who are included in Data Trust 
data live across Mecklenburg County. Of the 370,434 unique 
individuals in Data Trust data in 2023, 87.8% (n=325,367) 
had one or more available addresses. The map below (Figure 
19) describes the neighborhood profile areas that correspond 
with the address of those in three Data Trust datasets that 
also include addresses: Charlotte-Mecklenburg Schools 
(CMS), Mecklenburg County DSS – Economic Services (DSS-
ES), and Crisis Assistance Ministry (Crisis) . The darker the 
red, the higher the percentage of people represented in the 
Data Trust.

As the map portrays, individuals whose data are in the Data 
Trust are present in all of our NPAs. But as the shading 
suggests, there are areas with a greater concentration 

FIGURE 19 – People in the Data Trust are represented in every NPA, with 
the lowest numbers in south and southeast parts of the county.

FIGURE 20 – Representation of where CMS students live is fairly evenly 
spread across the county.



In the maps for the Crisis dataset (Figure 21) and DSS-ES 
(Figure 22), only around 20% (n=91)  and 22% (n=103)  
of the total NPAs are proportionately represented, 
respectively. In both maps, there is a defined crescent 
of green overrepresentation to the west, north, and east 
of the uptown area, and more pronounced areas of gray 
underrepresentation than in the CMS dataset.

Comparing the three maps, students in CMS are more 
evenly distributed across the County, however,  patterns 
of underrepresentation in the north and southeast of 
the County remain discernable. Both Crisis and DSS-ES 
datasets show clear patterns of overrepresentation in the 
crescent NPAs and underrepresentation in the north and 
southeast, unsurprising given that both Crisis and DSS-ES 
serve individuals in a financial crisis and the households 
with the lowest incomes are concentrated in the crescent 
NPAs and higher incomes are concentrated in the north and 
southeast of the county. These patterns also correspond 
to the concentration of racial and ethnic groups in the 
NPAs, where patterns of overrepresentation have a higher 
concentration of our county’s Black population and areas 
of underrepresentation have a higher concentration of 
the county’s White population (see Appendix A for the 
correlations and more detail about the methodology).
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FIGURE 21 – People who used Crisis are more heavily concentrated within 
City of Charlotte limits and are overrepresented in the “crecent.”

FIGURE 22 – People who used DSS-ES primarily live in the “crecent” and 
are overrepresented in those areas. Primarily live across Mecklenburg. 

of people from Data Trust data. The maps below help us 
better understand those areas of concentration. Each 
map describes a partner dataset compared to the overall 
share of the Mecklenburg County population in each of 
the neighborhoods.

For example, if an NPA has 5% of Mecklenburg County’s 
population and also has 5% of the total people in one of 
the datasets, we estimate that they are proportionally 
represented. But if a neighborhood has 1% of the County’s 
population but  5% of the total people in one of the 
datasets, we estimate that they are disproportionately 
overrepresented. And if a neighborhood has 5% of the 
population but 1% of the dataset, we estimate that they are 
disproportionately underrepresented. Additional information 
on our estimation method is available in Appendix C.

Figure 20 is a map of the CMS dataset for 2023. In the 
red NPAs, the number of students in the CMS dataset 
is approximately the same as that of the neighborhood.  
About 47% (n=219)  of the total NPAs are proportionally 
represented in the data. In the gray areas, CMS students 
are underrepresented and in the green areas, students are 
overrepresented. Enrollment in charter schools, private 
schools and homeschooled students may explain the 
disproportionate representation.



What and who is missing in Data Trust data?
The characteristics of the data described above demonstrate 
the complexity of the data and the people represented 
in the Data Trust. And yet, significant information is still 
missing from the available data. Having a better sense of 
who and what is missing in our data can guide future data 
partnerships and research focus.

This inaugural report only includes a description of race/
ethnicity, gender, and age data. We hope to include 
characteristics like income, education level, disability, and 
veteran status in future reports. These characteristics 
were not included in this report because comparatively 
few partners collect the information and decisions about 
standardizing these categories should be informed in 
collaboration with our data partners.

In addition to the characteristics we didn’t include in 
this report, the available data on the characteristics we 
did include may not be sufficiently comprehensive.  For 
example, we should  assume that we are underestimating 
the number of people who identify with a gender other than 
singularly male or female, since only a few partners collect 
expanded information on gender identity. In addition, the 
available data is limited to a single ethnicity, Hispanic or 
Latino. And similarly, we do not have enough information 
about the country of origin of people in the data. We know 
that the Charlotte region has a rich and diverse immigrant 
population, and country-of-origin data would help us better 
understand these groups.

Since many of our data partners are serving people who 
are in some form of economic crisis or a crisis that’s closely 
associated with lower income households (homelessness 
for instance), the Data Trust is missing data on people with 
higher incomes, who are likely not to experience some of the 
same hardships. Among our partners who regularly deposit 
data, Charlotte Mecklenburg Schools is one of the few that 
serve a range of income levels. If higher incomes are a 
desired outcome for our community, including  additional 
partners whose data include individuals across income levels 
will be important.

Additionally, the data may omit people who do not meet 
eligibility requirements for programs and services. This 
includes people who are not eligible for programs based on 
immigration status or because their income is just above 
the eligibility threshold. The Data Trust data may, therefore, 
not capture those in our community who still struggle, but 
don’t qualify for services, including those who could most 
benefit from interventions that may prevent a person from 
further hardships.

FIGURE 23 –  In 2023, most people were in 1 or 2 data partners Only 
about 4% of people overlapped with 3 or more data partners (n=370,434). 
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Finally, we are missing important data partners that could 
help us better understand who is thriving and who is left 
behind and why. While many areas such as homelessness 
and  education  are well represented  in our current data, 
gaps remain in these and other domains. Arts & culture 
program data, early childhood data and older adult data,  
housing instability and evictions data, workforce data, and 
data from our broader metropolitan region would strengthen 
this community resource and engage more partners and 
researchers in its use and application. This annual report can 
serve as an ongoing assessment of who and what is missing 
in our data and the success of strategic efforts to create a 
more comprehensive and representative resource.

How are people reflected across partners?
A key benefit of the Data Trust’s administrative data system 
is the ability to understand the extent to which people 
served by one partner are also served by other partners. 
Operationally, it helps organizations understand if there are 
gaps in their services, if they are duplicating services with 
another provider, or if their programs are reaching their 
target audience who may be best  represented in another 
partner’s data. From both an operations and research 
perspective, it is helpful to understand if involvement in one 
organization may impact outcomes in another. For example, 
if a student is in the child welfare system, how might that 
involvement may impact school attendance or performance? 
Or if a person who is experiencing homelessness is 
housed, are they less likely to be arrested or use the 
emergency room?



The figures on the next page describe, by partner, the 
extent to which the individuals in each partner dataset were 
reflected in that of other partners between 2016 and 2023. 
The figures, called tree maps, visualize the percentage of 
individuals in one dataset that overlap with the others. The 
title of each tree map indicates the source dataset that is 
described. For example, the first tree map shows how people 
in the HMIS dataset overlapped with other partner datasets 
– 63% of people in HMIS were also in Mecklenburg County 
Department of Social Services – Economic Services, 45.3% 
were also in Crisis Assistance Ministry’s dataset, and 20.% 
were also in Charlotte-Mecklenburg School’s dataset.

Overlap across partners
In 2023, the majority of individuals whose administrative 
data were in the Data Trust’s integrated data system 
were reflected in one partner’s data (77.9%, n=288,510) 
and 18.5% (n=72,889) were reflected in two partners’ 
data. Comparatively few individuals were reflected in 
three or more partners’ data with only 3.4% (n=14,928) 
reflected in three, and less than 1% reflected in four or 
more (0.23%,n=1,013).4

Cumulatively, since 2016, 65.3% (n=500,847) of individuals 
whose administrative data is in the Data Trust were in one 
partner’s data and 21.8% (n=167,519) were reflected in two 
partners’ data.  Importantly, the nearly 13% who are in  
three or more partners’ data  number nearly 100,000  
people (12.9%, n=98,959). About 4%  (3.8%, n=29,180)  
were reflected in four or more partners’ data.

System (HMIS). These longitudinal patterns are also 
important patterns for further research. What factors in 
childhood predict whether the individual is more or less 
likely to become homeless as an adult? Administrative data 
along with Explorer data can be used to examine these and 
related questions.

Overlap across datasets
Since several partners have more than one distinct dataset, 
it is also helpful to understand the extent to which each 
dataset overlaps with other datasets. Figure 25 visualizes 
the overlap across all datasets from 2016 through 2023  
and includes only the individuals that overlap across two or 
more datasets (n=288,626). Again, thicker lines represent 
more people. The figure demonstrates the variety of 
ways that people are linked across datasets, presenting 
opportunities to understand the nature of the overlaps and 
more comprehensively develop and consider solutions that 
span organizations.

Both annually and cumulatively since 2016, the majority of 
individuals in the data were only in one partner’s data, with 
only a small minority reflected in three or more partners. 
This distribution represents a rich area for further research 
and understanding. For example, what factors are associated 
with individuals’ involvement with multiple organizations or 
with only one?

Notably, over time, we expect to see greater overlap 
between partners than we would see annually because 
individuals may be reflected in multiple services as they 
age. For example, a child or adolescent receiving child 
welfare services may be reflected as an adult in Goodwill or 
Charlotte-Mecklenburg Homeless Management Information 

FIGURE 25 – Every data partner serves people who are also served by 
other partners (n=288,626).
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4Note, for the purposes of the analyses visualized in Figures 23 and 24, we combined the three child welfare datasets (DSS-ANI, DSS-FIHS, and DSS-CIC) and two MCSO datasets (MCSO-Arrest and 
MCSO Booking),  since the datasets within child welfare and criminal justice reflect many of the same people. For figures 25-37, we separated the three child welfare and two criminal justice 
databases since the distinctions between the datasets or the programs they represent may be meaningful to partners.

FIGURE 24 – Since 2016, roughly 1/5 of people in the Data Trust were in 
2 data partners. Nearly 100,000 people overlapped with 3 or more data 
partners (n=767,325). 



The figures above allow us to see how the systems and 
services in our community are linked by the people they 
serve. Every data partner serves people who are also served 
by other partners. Further analysis to understand these 
connections allows us not only to break down data silos, but 
better understand, coordinate, and improve service delivery.

FIGURE 26 – HMIS overlap with other datasets (n=36,089). FIGURE 29 – GW overlap with other datasets (n=8,352). 

FIGURE 27 – CMS overlap with other datasets (n=355,314). FIGURE 30 – Habitat – Homeowner overlap with other datasets (n=282). 

FIGURE 28 – Crisis overlap with other datasets (n=175,434). FIGURE 31 – Habitat – CHR overlap with other datasets (n=515). 

The absence of expected overlap can also be telling. In one 
of the first integrated data reports on unhoused students 
completed in partnership with Mecklenburg County 
Community Support Services in 2017, the overlap of data 
showed that 38% of the students in emergency shelter 
were not enrolled in the McKinney-Vento programs at 
Charlotte Mecklenburg Schools (CMS) designed to support 
students who were unhoused or housing insecure. Seeing 

30  |  C H A R L O T T E  U R B A N  I N S T I T U T E  +  R E G I O N A L  D ATA  T R U S T



this unexpected gap in program enrollment allowed the 
Salvation Army Center of Hope and CMS to work together 
to ensure that all students residing in emergency shelter 
were also enrolled in the services available to them at 
CMS. The various ways data overlap or fail to do so are rich 
opportunities for additional research.

FIGURE 32 – DSS – ES overlap with other datasets (n=438,886). FIGURE 35 – DSS – CIC overlap with other datasets (n=1,881). 

FIGURE 33 – DSS – ANI overlap with other datasets (n=66,407). FIGURE 36 – MCSO – Arrest overlap with other datasets (n=66,317). 

FIGURE 34 – DSS – FIHS overlap with other datasets (n=10,649). FIGURE 37 – MCSO – Booking overlap with other datasets. 
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The Institute + Data Trust maintains a community data 
infrastructure so that the data can be used for community 
benefit, specifically through research, evaluation and 
planning. As a resource to both the community and the 
University, we engage researchers who are based in our local 
government and nonprofits, as well as academic researchers 
doing community-engaged research and advancing 
knowledge in the nine domains we address. This section 
summarizes the ways in which Data Trust data were used in 
2023 and through October 31, 2024. Additional details are 
available in Appendix B. 

Data License Requests
People interested in using linked data from the Data Trust 
must submit a Data License Request (DLR). DLRs are 
reviewed and decided upon by the Data and Research 
Oversight Committee (DAROC), comprised of data partner 
representatives. Note: DLRs may be submitted during one 
calendar year and approved in the next calendar year and it 
may take several years for a project to be completed. 

Much of the research conducted through these requests 
is longitudinal. Through the studies, researchers seek to  
understand how experiences with systems over time impact 
outcomes from gun violence to homelessness. Two of the 
DLRs take a deep dive into the educational and housing 
outcomes, respectively, of children involved with foster care 
in Mecklenburg County with a goal  to inform policy, practice, 
and collaboration to better serve this population. Other 
studies shed light on what COVID-19 meant for the care of 
cancer patients and tell us more about students who applied 
for financial assistance during and after the pandemic. 

The majority of the DLRs (n=5) requested five or more 
datasets. One DLR requested two datasets, and two DLRs 
requested three datasets. Figure 38 shows how many times 
a dataset was requested. Charlotte-Mecklenburg Schools 
remains the most requested dataset. In 2023, child welfare 
data from DSS-Abuse and Neglect Investigations, DSS – 
Children in Custody, and DSS – Economic Services were also 
requested in the majority of DLRs. Two DLRs linked a dataset 
that is external to the Data Trust. The majority of the DLRs 
in 2023 were from UNC Charlotte faculty and staff (see 
Figure 39). We also received requests from Atrium Health 
and Council for Children’s Rights.  In 2023, a total of eight DLRs were submitted and 

approved, the highest number submitted and approved 
in five years. The project names of these DLRs are 
below. More information can be found in Appendix B:

•	 Quality of Life Explorer 2023 Update – Project 
Lead: Katie Zager, UNC Charlotte Urban Institute

•	 System contact and exposure to firearm related 
violence in Mecklenburg County – Project Lead: Dr. 
Jennifer Langhinrichsen- Rohling, UNC Charlotte, 
Department of Psychological Science

•	 Understanding educational outcomes of Habitat 
Charlotte Region families – Project Lead: Dr. Eric 
Moore, UNC Charlotte Urban Institute

•	 Understanding proportionality and representation 
in Data Trust datasets – Project Lead: Sydney 
Idzikowski, UNC Charlotte Urban Institute 

•	 Examining educational outcomes for children 
involved in foster care – Project Lead: Dr. Robert 
Pinka, Council for Children’s Rights

•	 Integrating healthcare and social service data 
to evaluate the effect of COVID-19 on cancer 
disparities for underserved patients – Project Lead: 
Dr. Carlene Mayfield, Advocate National Center for 
Health Equity, part of Atrium Health

•	 Student Emergency Fund – An exploratory analysis 
of community connections – Project Lead: Dr. Ellissa 
Brooks Nelson, UNC Charlotte Student Affairs

•	 Transition age foster care youth and housing 
instability – Project Lead: Bridget Anderson,  
UNC Charlotte Urban Institute 

FIGURE 38 – CMS, DSS – ANI, & DSS – ES were the most requested 
datasets in 2023.  

FIGURE 39 – In 2023, most DLRs were from UNC Charlotte faculty and staff.   
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For 2024, a total of four DLRs have been submitted and 
approved through October 31. The projects include:

•	 Quality of Life Explorer 2023 Update – Project 
Lead: Katie Zager, UNC Charlotte Urban Institute

•	 Youth data intervention initiative – Project Lead: Dr. 
Mikaela Rabinowitx, National Institute on Criminal 
Justice Reform

•	 Integrating healthcare and educational data to 
evaluate the effectiveness of school-based virtual 
care and teletherapy on healthcare utilization and 
academic outcomes – Project Lead: Dr. Carlene 
Mayfield, Advocate National Center for Health 
Equity, part of Atrium Health

•	 CAPE: Assessing equity in computer science and 
computing education in CMS schools – Project 
Lead: Dr. Xiaoxia Newton, UNC Charlotte College of 
Education (and Gambrell Faculty Fellow)

Final Products
Four projects were completed in 2023 and through October 
31, 2024. See Appendix B for more information. As available, 
links to the reports are provided. They were:

•	 Incarceration and Homelessness Integrated Data 
Report (May 2023): Part of the State of Housing 
Instability and Homelessness report series, the study 
examined the ways in which people experiencing 
homelessness interact with the Mecklenburg County 
jail. They found that nearly seven percent of people 
experienced homelessness in the two years before or 
after incarceration; that people with a prior history 
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of homelessness were 22 times more likely to have 
another episode of homelessness after their release from 
incarceration; and Black individuals are overrepresented 
in both the jail and homelessness services. The full report 
can be found here. 

•	 Girl Scouts Program Evaluation (October 2023): This 
study helped Girl Scouts Hornets Nest Council better 
understand the extent to which participation in the Girl 
Scout Leadership Experience affects the behavioral and 
academic outcomes of its participants. The results of 
the analysis indicate that being a member of the Girl 
Scouts had a positive effect on math proficiency, science 
proficiency, and school attendance.

•	 Quality of Life Updates (March 2023): The Quality of 
Life team submits an annual DLR to update data on the 
Quality of Life Explorer. The variables from the Data Trust 
used on the Quality of Life Explorer are recipients of Food 
and Nutrition Services from DSS – Economic Services and 
EOG/EOC, attendance, neighborhood school attendance, 
and graduation rate from Charlotte-Mecklenburg Schools. 
The Quality of Life Explorer can be accessed here. 

•	 Understanding Educational Outcomes of Habitat 
Charlotte Region Families (August 2024): This study 
was an update to a previous study that examined the 
educational outcomes of children who live in Habitat 
homes. The study explored differences in attendance, test 
proficiency, and suspensions compared to two groups of 
similar students. 

Future reports will include a description of the use of 
Explorer data, as well as descriptions of how research has 
catalyzed impact in Charlotte and our region. As this report 
continues in subsequent years, we expect that reporting our 
impact will become a key focus of the overall report. 

https://mecklenburghousingdata.org/research/
https://mecklenburghousingdata.org/research/
https://ui.charlotte.edu/story/three-takeaways-new-report-homelessness-and-incarceration-charlotte-mecklenburg
https://ui.charlotte.edu/story/three-takeaways-new-report-homelessness-and-incarceration-charlotte-mecklenburg
https://mcmap.org/qol/#66/


2 0 24  S TAT E  O F  O U R  D ATA  R E P O R T   |  35

The Institute + Data Trust’s inaugural State of Our Data report summarizes and 
describes our data ecosystem, our data, and its use. The report itself is intended 
to be a tool, focusing not only on what we have completed and developed over 
the past year, but also on who is missing, what needs to be improved, where there 
are new opportunities for collaboration, and critically, what is our impact. This 
inaugural report also reminds us:

Our data are people. Whether describing people or the places they live, the data 
we hold, curate, and use for research and decision-making reflect human lives. This 
brings added responsibility, both in terms of protecting the privacy of data, but 
also in using it so it benefits the people reflected.

Simple categories hold immense complexity. The categories that we often take 
for granted to describe who we and others are hold a great deal of nuance and 
complexity. Categories we use to describe characteristics like race and ethnicity 
help us standardize and compare data, but they can also oversimplify or erase 
important aspects of people’s identities and experiences. A community data 
infrastructure minds this tension and a resource like the Data Trust’s integrated 
data system has the capacity to help us better understand and recognize the level 
of detail and the people behind the categories.

Understanding representation is essential. When compared to Mecklenburg 
County, people who identify as Black or African American, or who are captured 
in multi-racial categories are overrepresented in Data Trust data. People in 
our datasets are also disproportionately located in lower income “crescent” 
neighborhoods in Charlotte-Mecklenburg. Understanding disproportionate 
representation matters for research methods, analysis, and interpretation. It also 
matters strategically for the Data Trust, particularly in the recruitment of new data 
partners, as well as board and committee members.

Understanding disproportionate overrepresentation in Data Trust data also points 
to the importance of understanding data in context and linking administrative data 
with other forms of data, like broader population data from the Quality of Life 
Explorer as well as more qualitative, contextual, and historical data to build a fuller 
picture of the people in our community and their experiences. If we relied only on 
integrated administrative data, much of it collected during very difficult points in 
people’s lives, we would only count the ways something is going wrong in people’s 
lives. There is a bigger story that additional forms of data allow us to tell.

CONCLUSION
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Organizations and services in our community are connected by the people 
they serve. Whether intentional or not, services in our community are linked 
by the people receiving them. Seeing those connections across programs and 
partners allows us to ask questions about them to better coordinate services, 
observe gaps, and better serve those in our community that are engaged in 
multiple organizations and systems.

A community data infrastructure requires ongoing commitment. The report 
details the extent of our partnerships and the wide variety of data required to 
develop and maintain an enduring community data infrastructure. Accessible 
people and place data across multiple, interconnected domains like housing, 
health, and transportation requires more than one leader or one organization or 
one sector. The community infrastructure stewarded by the Institute + Data Trust 
and our partners is a community effort and a community commitment. 

CONCLUSION

This year, the State of Our Data report is a beginning. Subsequent annual reports 
will allow us to reflect on the further development of our community data 
ecosystem, the people represented in our partner data, and the ways our data are 
used for their benefit and the benefit of our communities. 

We invite you to join us as a partner in this work –  
use the QR Code to let us know if you are interested in  
becoming a data partner or learning more about  
using our community data.
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REPORT METHODS & DATA TABLES 
 
Key Methodological Notes  
The data included in this report is from an approved data license request. The Data Trust team 

submitted a data license request that was reviewed and approved by the Data and Research Oversight 

Committee. Data from the request will also be used to inform recruitment to the Community Data 

Advisory Committee, which led to the data license request.  

 

The years referenced in this report are calendar years. Many of our data partners share data based on 

the calendar year.  

 
Data Generation Process:  
The first part of the data generation process was to identify individuals represented in the Data Trust 

and to create a unique id for every person. A person could have multiple data partner ids so the 

deduplication process assigns IDs related to the same person to a globally unique ID.  To accomplish this 

we used a similar process as the record linkage process described below.  The normal record linkage 

process is used to identify the same person in two different datasets, while with deduplication we 

searched for common people within the records of the same dataset.  Performing the deduplication 

process allowed us to get a more accurate number of the amount of unique people in the dataset. 

 
Record Linkage Process:  
The record linkage process involved connecting individuals present in different datasets. Since a 

common unique identifier, such as a Social Security number or email address, was not provided, the 

linkage primarily relied on names and dates of birth to identify records representing the same person. 

Exact name matching proved challenging due to variations such as typographical errors, shortened 

versions of first names (e.g., Sam vs. Samuel), or hyphenated last names where one dataset included only 

part of the last name while another had the full hyphenated version. 

 

Names, dates of birth, race, and gender were collected from datasets meeting the specified criteria. 

Names were cleaned by converting them to lowercase, removing whitespace and special characters, and 

separating multi-part last names into individual records. For example, a record with the last name 

"Smith-Jones" was cleaned into "smith jones" and split into three records: one with "smith," one with 

"jones," and one retaining "smith jones." Additionally, Soundex codes—a phonetic encoding method—

were generated for all names. These codes facilitated the matching process by accounting for slight 

spelling differences, as they could produce the same code for similar-sounding names. 
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Race and gender categories were also standardized to address inconsistencies across data partners. For 

instance, one partner might categorize gender as "Male" and "Female," while another used "M" and "F." 

These categories were mapped to a common naming convention for consistent comparison. If 

individuals had multiple races, each race was treated as a separate record, similar to the approach for 

multi-part last names. Consequently, a single person could be associated with multiple records. A 

unique key was generated for the cleaned dataset. 

 

Once the data was cleaned, the next step involved identifying potential matching candidates. For large 

datasets, comparing all possible record combinations would have been computationally expensive due 

to the sheer volume. To narrow down the list of potential matches, subsets of fields were used: 

combinations of birth date with the Soundex code for first names and birth date with the Soundex code 

for last names. Birth dates had to match exactly, while the Soundex codes employed a Sorted 

Neighborhood Index to identify the closest matches, even when minor variations existed. 

 

The resulting candidate list contained pairs of unique keys from both datasets to compare additional 

fields. These fields included first, middle, and last names, which were evaluated using a string similarity 

method that generated a score. Matches were identified if the score exceeded a set threshold. Soundex 

codes for names, as well as birth date, race, and gender fields, required exact matches. Since birth dates 

were already exact matches from the candidate selection step, all potential matches shared this 

attribute. The standardization of race and gender fields ensured accurate comparisons. 

After comparing records, a table of binary fields was generated, with columns indicating whether each 

field matched (1) or did not match (0). A weighted match score was calculated, prioritizing name fields, 

and ranged from 0 to 1, with 1 representing a perfect match. The table was also analyzed using a 

classification model to categorize records as either "No Match" (0) or "Match" (1). Final matches were 

determined by a match score of 0.85 or higher and a classification as "Match." 

In the matched dataset, checks were performed to ensure that an ID from one dataset did not match 

multiple IDs from the other. In cases of multiple matches, the record with the highest match score was 

retained, and others were excluded. If scores were identical, the records were treated as representing 

the same individual and assigned the same ISC_ID. The final dataset included matches and non-matches, 

with an ISC_ID assigned to each unique person. Matched individuals shared a common ISC_ID across 

both datasets. This final dataset was saved to a file and linked to subsequent outputs. 
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Data Partner Legend – Abbreviations and Colors 
 

How many unique people are reflected in our administrative data? 
 

COUNT OF UNIQUE INDIVIDUALS OVERALL 
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Using the year fields to filter the dataset for records between 2016 and 2023 a dataset is created for 
each dataset that will contain the ISC_ID and a record for each year they are in the dataset.  The 
datasets are aggregated together into one dataset with a unique record for each ISC_ID and year the 
person is in the datasets. The data is then grouped by year and a count of every ISC_ID per year is 
calculated and reported below. 

To obtain the Mecklenburg County population, we used the American Community Survey 1-year 
estimates.  

Figure 2 

Year 2016 2017 2018 2019 2020 2021 2022 2023 

Unique 
people 
in Data 
Trust 

376,375 362,319 360,742 349,927 345,752 360,715 384,678 370,434 

Mecklen
burg 
County 
Populati
on 

1,011,7
61 

1,034,3
11 

1,054,1
85 

1,074,3
84 

1,095,1
92 

1,101,084 1,115,332 1,163,789 

% of 
Mecklen
burg 
Populati
on 

37.2 35.03 34.22 32.57 31.57 32.76 34.49 31.83 

 

 
COUNT OF UNIQUE INDIVIDUALS BY DATA PARTNER 
Using the year field to filter the dataset for records between 2016 and 2023 a dataset is created for 

each data partner dataset that will contain the ISC_ID and a record for each year they are in the dataset. 

The data is combined into one main dataset where all data partners are present. The data partner and  

year fields are used to  group the data and get the count of the  number of ISC_IDs represented in each  

data partner dataset for every year between 2016 and 2023.  The most recent year of available data is 

returned in the table below. 
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Figure 3 

Data Partner 
Number of unique individuals 2023 (or 
most recent data available) 

Crisis 48,629 

DSS – ES 215,787 

DSS – ANI 6,877 

DSS – FIHS 1,419 

DSS – CIC 203 

CMS 176,910 

GW 3,119 

HMIS 9,209 

MCSO-Arrests 5,073 

MCSO - Booking 14,563 

Habitat - Homeownership & CHR 19 
Note: CMS 22/23 school year; HMIS 1/1/22-12/31/22; MCSO Arrest 1/1/22-
4/30/22; Habitat 1/1/22-2/29/22; Habitat for Humanity Homeowner & CHR 
served 19 people between 1/1/22-2/29/22 

 
 

What are the characteristics of the people in the Data Trust’s administrative data? 
Here we explore the race, ethnicity, gender, and age characteristics of the people in the Data Trust.  

 

Normalization: The data collected about people’s characteristics may vary  from partner to partner. The 

Data Trust normalizes these data, meaning we make methodological decisions to standardize the data 

so they can be grouped and compared. Namely, we normalize the names of the racial, ethnic, and gender 

groups because there is variation across data partners. The Data Trust acknowledges the need to 

standardize data as well as the risk of doing so, particularly when it can obscure and oversimplify 

identities. 

 

Representation: In several places, this report describes proportionate representation and 

disproportionate overrepresentation or underrepresentation. This refers to how the data we hold 

compares to data on the overall population of the county or the particular area we are describing. 

Understanding representation is important in the use and interpretation of Data Trust data. 
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RACE 
The data in the Race_Ethnicity_Gender table counts all races the individual has ever identified with in 

that category. Every racial/ethnicity category present in this dataset is then joined with the dataset 

used to store the year each ISC_ID is present in a  data partner dataset.  The joined datasets are then 

grouped by year and aggregated to count each ISC_ID.  This process is repeated for each racial/ethnicity 

category present in Figure 5.  The percentages are calculated by dividing the count of each 

racial/ethnicity group by the number of total ISC_IDs for each year.  The category Unknown is created 

when the only information about an ISC_ID Racial/Ethnic category are values such as Not Specified, 

Unable to Determine, Unreported or Unknown.  The category Blank is created when no category is 

provided at all for an ISC_ID. The count and percentages represented in Figure 5 are from 2023. Since 

people can be part of multiple Racial/Ethnic categories the percentages will not add to 100%. 
 

Figure 5 
Racial/Ethnic 
Category Percent Count 

Black or African 
American 

49.6% 183609 

White 24.0% 88874 

Multi-Racial 12.7% 47075 

Hispanic or Latino 7.4% 27228 

Asian 4.8% 17793 

Unknown 1.3% 4767 

American Indian 
or Alaska Native 

0.2% 712 

Native Hawaiian 
or Other Pacific 
Islander 

0.1% 306 

Blank 0.0% 70 
 

Figure 6 
For the purposes of this chart and section, all people with more than one race are in the multi-racial 

section. 
  2016 2017 2018 2019 2020 2021 2022 2023 

Black or 
African 
America
n 

192,01

2 

181,25

0 

178,74

5 

171,62

7 

170,37

6 

181,06

2 

194,76

0 

183,60

9 
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White 97,296 92,548 90,973 86,569 83,652 86,980 91,338 88,874 

Multi-
Racial 

43,913 45,310 46,962 46,607 46,169 47,417 49,265 47,075 

Hispanic 
or Latino 

20,390 20,829 212,95 22,622 24,059 23,427 25,550 27,228 

Asian 17,421 17,374 17,588 17,426 17,510 17,804 18,531 17,793 

Unknow
n 

4,242 4,055 4,141 4,089 3,048 2,802 3,767 4,767 

America
n Indian 
or Alaska 
Native 

719 617 617 537 528 600 741 712 

Native 
Hawaiian 
or Other 
Pacific 
Islander 

240 249 283 269 270 255 306 306 

Blank 142 87 138 181 140 368 420 70 

 

Figure 7 
 Race/Ethnic Category Mecklenbur

g County 
Data Trust 

Native Hawaiian or Other Pacific 

Islander 

0.0% 0.1% 

American Indian or Alaska Native 0.2% 0.2% 

Asian 6.2% 4.8% 

Hispanic or Latino 13.9% 7.4% 

Multi-Racial 3.3% 12.7% 

White 45.1% 24.0% 

Black or African American 30.9% 49.6% 

Note: Mecklenburg County population uses the American Community 
Survey 1 year estimates, 2022.  The Data Trust percentages are from 

2023. 

 

To avoid counting people multiple times when they have two or more races, the categories with the 

exception of “Two or more races”  represent people only having one Race/Ethnic category. The Overall 

Count was calculated using the Race_Ethnicity_Gender table that represents all ISC_IDs.  To calculate 

the 2+ Datasets Count the “Dataset Matches By ISC_ID” dataset which captures ISC_IDs that are linked 
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to more than one dataset was joined to the Race Ethnicity Gender table in order to only count ISC_IDs 

that have overlap with multiple datasets. 
 

Figure 8 
Race/Ethnic Category  2+ Datasets Count Overall Count  

Black or African American 175,669 369,946 

White 41,511 220,005 

Asian 5,326 36,522 

American Indian or Alaska Native 154 1,903 

Native Hawaiian or Pacific Islander 85 731 

Two or more races 60,071 71,145 

Hispanic or Latino 4,825 50,826 

Unknown 860 14,814 

Blank 125 1,433 

 
 

UNDERSTANDING MULTIPLE RACIAL AND ETHNIC IDENTITIES 
The data was calculated by going through each racial/ethnic category and generating counts based on 

two conditions, the first was how many ISC_IDs only represent the one Racial/Ethnic category.  For 

example in the first record of Figure 9 the Target racial/ethnic identity and other racial/ethnic identity 

values are both Asian which means this is the amount of ISC_IDs are only represented as Asian and no 

other racial/ethnic identities. The second condition  was how many ISC_IDs represent multiple 

racial/ethnic identities category combinations.  Records 2-6 in Figure 9 represent the number of people 

represented as Asian and a different racial/ethnic identity. 

 

Figure 9 
The chart was created using the counts of people and their identified racial/ethnic groups. Each 

race/ethnicity is represented by a segment of the circle. The size of the segment is proportional to the 

total count of people of a given race/ethnicity. People who identified with more than one race or 

ethnicity are represented using chords that connect the segments, with their thickness representing the 

total count of a given pair of ethnicity. Due to size limitations, some race/ethnic names needed to be 

changed. A crosswalk of the different names are below: 
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● Black refers to the Black or African American group 

● OPI refers to the Native Hawaiian or Other Pacific Islander group 

● Am. Indian refers to the American Indian or Alaska Native group 
 

Target Race/Ethnic Identity Other Race/Ethnic Identity Count 

Asian Asian 36,522 

Asian Black 1,475 

Asian White 1,837 

Asian Hispanic or Latino 343 

Asian Multi-Racial 134 

Asian OPI 222 

Black Black 369,946 

Black White 15,842 

Black Hispanic or Latino 7,785 

Black Multi-Racial 1,947 

Black OPI 784 

White White 220,005 

Hispanic or Latino White 36,096 

Hispanic or Latino Hispanic or Latino 50,826 

Hispanic or Latino Multi-Racial <10 

Hispanic or Latino OPI 247 

Multi-Racial White 831 

Multi-Racial Multi-Racial 6,496 

Multi-Racial OPI <10 

Am.Ind Asian 221 

Am.Ind Black 2,693 

Am.Ind White 1,928 

Am.Ind Hispanic or Latino 631 

Am.Ind Multi-Racial 25 

Am.Ind OPI 1903 

Am.Ind OPI 132 

OPI White 577 

OPI OPI 731 

Blank Blank 1,433 

 

The Sankey visualizations below are created for every race and will show how races are linked to each 

other. Similar to the chord diagram, each Sankey chart takes the total count of people in a given  
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race/ethnicity and shows the relative proportion of people who identify with a single race and those 

who identify with other race/ethnicity categories. Larger ‘flows’ in a given race/ethnicity’s chart to other 

races/ethnicities represent higher incidence of multi-racial identification.  

 

Figures 10-16 

Target Racial/Ethnic Category Other Racial/Ethnic Category Percent 

Black Black only 92.37% 

Black White 3.96% 

Black Hispanic or Latino 1.94% 

Black Multi-Racial 0.49% 

Black Pacific Islander 0.20% 

Black American Indian 0.67% 

Black Asian 0.37% 

Pacific Islander White 21.38% 

Pacific Islander Pacific Islander only 27.08% 

Pacific Islander Multi-Racial 0.22% 

Pacific Islander Asian 8.23% 

Pacific Islander Hispanic or Latino 9.15% 

Pacific Islander Black 29.05% 

Pacific Islander Am Indian 4.89% 

White White Only 79.38% 

White Asian 0.66% 

White Black 5.72% 

White Hispanic or Latino 13.03% 

White Multi-Racial 0.30% 

White American Indian 0.70% 

White Pacific Islander 0.21% 

Multi-Racial Asian 1.42% 

Multi-Racial Black 20.62% 

Multi-Racial Hispanic or Latino 0.05% 

Multi-Racial White 8.80% 

Multi-Racial Multi-Racial only 68.79% 
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Multi-Racial Pacific Islander 0.06% 

Multi-Racial American Indian 0.26% 

American Indian Asian 2.93% 

American Indian Black 35.75% 

American Indian White 25.59% 

American Indian Hispanic or Latino 8.38% 

American Indian Multi-Racial 0.33% 

American Indian American Indian only 25.27% 

American Indian Pacific Islander 1.75% 

Asian Asian only 89.62% 

Asian Black 3.62% 

Asian White 4.51% 

Asian Hispanic or Latino 0.84% 

Asian Multi-Racial 0.33% 

Asian Pacific Islander 0.54% 

Asian American Indian 0.54% 

Hispanic or Latino Asian 0.36% 

Hispanic or Latino Black 8.14% 

Hispanic or Latino White 37.58% 

Hispanic or Latino Hispanic or Latino only 53% 

Hispanic or Latino American Indian 0.66% 

Hispanic or Latino Pacific Islander 0.26% 

 
 

GENDER 
This output will get the number of people that are associated with only one type of gender and calculate 

the percentage. For the Unknown category this combines the records that are only Unknown and 

records with more than one gender.  The counts will add up to the total number of people in all the 

datasets. 
 

Figure 17 
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Year Male Female A gender other than 
singularly male or 
female 

Unknown Blank 

2023 173,486 194,327 16 2,605  0 

 
 

AGE 
Age was calculated as of the most recent date of entry for all individuals in every data partner dataset 

between 2016-2023. In future reports, we will calculate age as of the most recent entry of the most 

recent year.  
 

Figure 18 
Data Partner Min Age Median Age Max Age 

CRISIS 0 25 123 

CMS 2 12 25 

DSS – ES 0 24 123 

DSS – ANI 0 8 24 

DSS – FIHS 0 7 24 

DSS – CIC 0 6 22 

GW 0 38 77 

HMIS 0 32 94 

MCSO - ARREST 16 30 88 

MCSO - BOOKING 14 32 88 

HABITAT- HOMEOWNER 23 39 82 

HABITAT - CHR 35 69 96 

Note: Ages above 100 are likely data entry errors. 

 

 
Where do people in the Data Trust live? 
To understand which parts of Charlotte/Mecklenburg County are represented by the Data Trust data, 

we geocoded the addresses in the datasets and aggregated them to neighborhood profile areas (NPAs). 

Location data is not available with all partners. The address data used in this section is from CMS, DSS – 

ES, and Crisis.  

 

For each of these datasets, we first computed the total count of people in each NPA. To analyze if a 

given NPA is proportionately represented, we used the 2020 population distribution map of 

Mecklenburg County from the Quality of Life Explorer. Proportion of the total population was  

https://mcmap.org/qol/#10/
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calculated for each NPA as the reference. Then, the proportion of NPA counts to the total count was 

calculated for each dataset and compared with the reference proportion. For example, if a NPA has 1% 

of the total population and the same NPA has 1% of the total people in Crisis for a given year (or set of 

years) we classify the NPA as proportionately represented.  

 

Given the wide variation in population concentrations in NPAs as well as potential missing value and 

address quality issues, the maps represent only a rough estimate of representation. Thus, we give a 

margin of error of 30% and classify any NPA within 30% of the population proportion as 

proportionately represented. Any NPA above 30% is over represented and any NPA below 30% is 

considered underrepresented.  

 

Detailed data tables are available on request. 

 

How are people reflected across partners? 
For the purposes of the analyses visualized in Figures 23 and 24, we combined the three child welfare 

datasets (DSS-ANI, DSS-FIHS, and DSS-CIC) and two MCSO datasets (MCSO-Arrest and MCSO 

Booking), since the datasets within child welfare and criminal justice reflect many of the same people. 

For Figures 25-37, we separated the three child welfare and two criminal justice databases since the 

distinctions between the datasets or the programs they represent may be meaningful to partners. 

 

Figure 23 
To calculate this data the dataset developed by the Charlotte Regional Data Trust to track the years 

each ISC_ID is represented in the data partner datasets was used and  joined with the  Dataset Matches 

by ISC_ID table,  which contains ISC_IDs that overlap with more than one dataset.  This resulted in a 

dataset containing all the ISC_IDs and a binary (0 or 1) field for each data partner dataset to indicate if 

they are found in the dataset.  The dataset was then grouped by the ISC_ID and year and then 

aggregated to get the count of the number of data partner datasets each ISC_ID was found in for every  

year. 

 

Year Number of datasets Number of unique people 

2023 1 288,510 

2 68,497 

3 12,414 

4+ 1,013 
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Figure 24 
To calculate this data, the Dataset Matches by ISC_ID dataset was outer joined with the 

Race_Ethnicity_Gender table  which resulted in a dataset with one record for each ISC_ID (767,325) and 

binary (0 or 1) fields for each data partner dataset to indicate if they are present in each dataset.   The  

total number of datasets was calculated  for every ISC_ID based on summing all the binary fields.  A 

count was then performed on the Number of Datasets field to get a count of the number of unique 

people grouped by the number of datasets they are linked to. 

 

Year Number of datasets Number of unique people 

2016-2023 1 500,847 

2 167,519 

3 69,779 

4 24,816 

5+ 4,364 

 
OVERLAP BY DATA PARTNERS 
The output calculates the overlap between a target data partner and the other data partners between 

2016-2023.  The target counts and percentages represent the number of people that are in the target 

dataset.  The other datasets represent how many people in their dataset match also match with the 

people in the target dataset. For example, with Crisis Assistance Ministry, there were 175,434 people 

total and 76.2% of the people in the Crisis Assistance Ministry dataset matched with at least one other 

dataset. When compared to DSS - Economic Services, there are 122,792 people that match in both the 

Crisis Assistance Ministry dataset and DSS - Economic Services datasets.  The percent overlap for DSS - 

Economic Service is calculated by dividing the 122,792 people to the 175,434 total people in the Crisis 

Assistance Ministry dataset.  

 

Figures 25 - 37 
Target Data Partner Linked Data Partner Count Overlap 

CRISIS DSS-ES 122,792 

CRISIS CMS 56,325 

CRISIS DSS-ANI 24,436 

CRISIS HMIS 16,348 

CRISIS MCSO-ARREST 14,453 
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CRISIS MCSO-BOOKING 13,378 

CRISIS DSS-FIHS 5,609 

CRISIS GW 3,371 

CRISIS DSS-CIC 888 

CRISIS HABITAT-CHR 152 

CRISIS HABITAT-HOMEOWNER 84 

CMS DSS-ES 140,397 

CMS CRISIS 56,325 

CMS DSS-ANI 46,893 

CMS DSS-FIHS 7,513 

CMS HMIS 7,382 

CMS MCSO-BOOKING 6,757 

CMS MCSO-ARREST 6,721 

CMS DSS-CIC 1,219 

CMS GW 569 

CMS HABITAT-HOMEOWNER 0 

CMS HABITAT-CHR 0 

DSS-ES CMS 140,397 

DSS-ES CRISIS 122,792 

DSS-ES DSS-ANI 47,618 

DSS-ES MCSO-ARREST 29,106 

DSS-ES MCSO-BOOKING 27,298 

DSS-ES HMIS 22,720 

DSS-ES DSS-FIHS 9,172 

DSS-ES GW 4,666 

DSS-ES DSS-CIC 1,420 

DSS-ES HABITAT-CHR 273 

DSS-ES HABITAT-HOMEOWNER 191 

DSS-ANI DSS-ES 47,618 
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DSS-ANI CMS 46,893 

DSS-ANI CRISIS 24,436 

DSS-ANI DSS-FIHS 10,071 

DSS-ANI HMIS 5,126 

DSS-ANI DSS-CIC 1,675 

DSS-ANI MCSO-BOOKING 1,615 

DSS-ANI MCSO-ARREST 1,342 

DSS-ANI GW 86 

DSS-ANI HABITAT-HOMEOWNER 0 

DSS-ANI HABITAT-CHR 0 

DSS-CIC DSS-ANI 1,675 

DSS-CIC DSS-ES 1,420 

DSS-CIC CMS 1,219 

DSS-CIC CRISIS 888 

DSS-CIC DSS-FIHS 789 

DSS-CIC HMIS 409 

DSS-CIC MCSO-BOOKING 183 

DSS-CIC MCSO-ARREST 154 

DSS-CIC GW <10 

DSS-CIC HABITAT-HOMEOWNER 0 

DSS-CIC HABITAT-CHR 0 

DSS-FIHS DSS-ANI 10,071 

DSS-FIHS DSS-ES 9,172 

DSS-FIHS CMS 7,513 

DSS-FIHS CRISIS 5,609 

DSS-FIHS HMIS 1,658 

DSS-FIHS DSS-CIC 789 
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DSS-FIHS MCSO-BOOKING 235 

DSS-FIHS MCSO-ARREST 169 

DSS-FIHS GW 18 

DSS-FIHS HABITAT-HOMEOWNER 0 

DSS-FIHS HABITAT-CHR 0 

HMIS DSS-ES 22,720 

HMIS CRISIS 16,348 

HMIS CMS 7,382 

HMIS MCSO-ARREST 6,130 

HMIS MCSO-BOOKING 6,004 

HMIS DSS-ANI 5,126 

HMIS DSS-FIHS 1,658 

HMIS GW 873 

HMIS DSS-CIC 409 

HMIS HABITAT-HOMEOWNER <10 

HMIS HABITAT-CHR 0 

GW DSS-ES 4,666 

GW CRISIS 3,371 

GW MCSO-ARREST 986 

GW MCSO-BOOKING 961 

GW HMIS 873 

GW CMS 569 

GW DSS-ANI 86 

GW DSS-FIHS 18 

GW DSS-CIC <10 

GW HABITAT-HOMEOWNER <10 

GW HABITAT-CHR <10 
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MCSO-ARREST MCSO-BOOKING 47,671 

MCSO-ARREST DSS-ES 29,106 

MCSO-ARREST CRISIS 14,453 

MCSO-ARREST CMS 6,721 

MCSO-ARREST HMIS 6,130 

MCSO-ARREST DSS-ANI 1,342 

MCSO-ARREST GW 986 

MCSO-ARREST DSS-FIHS 169 

MCSO-ARREST DSS-CIC 154 

MCSO-ARREST HABITAT-HOMEOWNER 10 

MCSO-ARREST HABITAT-CHR <10 

MCSO-BOOKING MCSO-ARREST 47,671 

MCSO-BOOKING DSS-ES 27,298 

MCSO-BOOKING CRISIS 13,378 

MCSO-BOOKING CMS 6,757 

MCSO-BOOKING HMIS 6,004 

MCSO-BOOKING DSS-ANI 1,615 

MCSO-BOOKING GW 961 

MCSO-BOOKING DSS-FIHS 235 



 

19 

MCSO-BOOKING DSS-CIC 183 

MCSO-BOOKING HABITAT-HOMEOWNER <10 

MCSO-BOOKING HABITAT-CHR <10 

HABITAT-HOMEOWNER DSS-ES 191 

HABITAT-HOMEOWNER CRISIS 84 

HABITAT-HOMEOWNER MCSO-ARREST 10 

HABITAT-HOMEOWNER MCSO-BOOKING <10 

HABITAT-HOMEOWNER GW <10 

HABITAT-HOMEOWNER HMIS <10 

HABITAT-HOMEOWNER CMS 0 

HABITAT-HOMEOWNER DSS-ANI 0 

HABITAT-HOMEOWNER DSS-FIHS 0 

HABITAT-HOMEOWNER DSS-CIC 0 

HABITAT-HOMEOWNER HABITAT-CHR 0 

HABITAT-CHR DSS-ES 273 

HABITAT-CHR CRISIS 152 

HABITAT-CHR GW <10 

HABITAT-CHR MCSO-BOOKING <10 

HABITAT-CHR MCSO-ARREST <10 

HABITAT-CHR CMS 0 

HABITAT-CHR DSS-ANI 0 

HABITAT-CHR DSS-FIHS 0 

HABITAT-CHR DSS-CIC 0 
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HABITAT-CHR HMIS 0 

HABITAT-CHR HABITAT-HOMEOWNER 0 

 
 



 

1 
 

DATA USE SUMMARIES 
 
The Institute + Data Trust maintains a community data infrastructure so that the data can be used for 

community benefit, specifically through research, evaluation and planning. As a resource to both the 

community and the University, we engage researchers who are based in our local government and 

nonprofits, as well as academic researchers doing community-engaged research and advancing 

knowledge in the nine domains we address. This section details the ways in which Data Trust data were 

used in 2023 and through October 31, 2024. 
 
More details about each project are below. Contact DataTrust@charlotte.edu with any questions.  

 

Quality of Life Explorer 2023 Update 

Project Lead & Organization Katie Zager, UNC Charlotte Urban Institute 

Project Description Annual request to update variables on the Quality of Life 

Explorer. 

Data Requested & Linked ● Addresses geocoded to the Neighborhood Profile 
Area for the following variables: 

○ DSS - Economic Services (September 2021 and 
2022) 

■ Recipients of Food and Nutrition 
Services  

○ Charlotte - Mecklenburg Schools (2019/20-
2020/21) 

■ Graduation rate 
■ Student attendance (to calculate 

student absenteeism)  
■ Test proficiency in elementary, middle 

and high school 
■ Neighborhood school attendance 

 

 
System contact and exposure to firearm related violence in Mecklenburg County   

Project Lead & Organization Dr. Jennifer Langhinrichsen- Rohling, UNC Charlotte, 
Department of Psychological Science 

mailto:DataTrust@charlotte.edu
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Project Description The aims of this analysis are to (1) identify frequency of 
system contact across these systems for youth and young 
adults and (2) explore how these patterns vary by 

demographics and type of system contact for youth exposed 
to firearm related violence. This project was conceptualized in 
partnership with the Charlotte-Mecklenburg Violence 
Prevention Data Collaborative, which has representatives 

from the city and county, healthcare, and education sectors, 
including representatives from each of the systems whose 
data will be used in this project. Results will be used to inform 
a subsequent, deeper analysis using these data, as well as to 

identify systems-level opportunities for intervention for 
youth with early exposure to firearms who are at elevated 
risk of continued or future exposure to violence as a victim or 
a perpetrator. 

Data Requested & Linked The sample population includes all individuals born between 
1994-2004 who were enrolled at Charlotte -Mecklenburg 
Schools while ages 0-18 for at least 1 year between January 1, 
2000 and December 31, 2021. This 10-year cohort of CMS 

students is used as the base sample to link to other datasets 
to explore system contact both before and after attending 
CMS to answer the research questions. The datasets and 
years requested are below: 

● CMS: 2006/07-2021/2022 
● MCSO – Booking: 6/3/2010 - 12/31/21 
● DSS – Abuse and Neglect Investigations: 1/1/2000 –

12/31/21 

● DSS – Children in Custody: 1/1/2011—12/31/21 
●  DSS – Family in Home Services: 1/1/2011-12/31/21 
● MCSO - Arrest Processing Center:1/15/2013- 

6/30/22 

 

 

Understanding educational outcomes of Habitat Charlotte Region families  

Project Lead & Organization Dr. Eric Moore, UNC Charlotte Urban Institute 

Project Description This project builds on previous work the Urban Institute 
performed for Habitat Charlotte in order to examine the 
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relationship between stable (affordable) housing and 
academic achievement of children at both the elementary and 
secondary levels (up to 12th grade). While the previous study 

demonstrated only a modest relationship between housing 
and academic achievement, recent works point out the 
renewed importance of stable housing; this is particularly 
important once researchers specify the component of 

housing that is of greatest interest (Cunningham and 
MacDonald 2012; Frederick et al. 2014; Holme 2022).  
 
Habitat was interested in updating the analysis to see if this 

change in the literature was also present in their work. Using 
updated data, Habitat dependents will be matched to three 
different comparison groups that were also utilized in the 
previous study. Participants will be matched on demographic 

and other background characteristics, including race, 
ethnicity, gender, grade level, and school. By utilizing multiple 
comparison groups, this project aims to more thoroughly 
understand the (possible) relationship between stable 

housing and academic achievement for children for the 
following outcomes of interest: 

● Student Attendance 
● Suspensions 

● Drop-Out Status (Enrollment) 
● Proficiency in Reading and Math 

Data Requested & Linked This study utilizes a quasi-experimental design to test the 
efficacy of affordable housing on educational outcomes. The 

sample is data from Habitat for Humanity of the Charlotte 
Region containing information about the dependents 
(children) in each household. These individuals were then 
linked to their records in CMS to obtain demographics, 

attendance, and test scores. This study also created two 
comparison groups that were used to compare the outcomes 
of students in the comparison groups with the outcomes of 
Habitat for Humanity students.  

● Comparison Group 1: a group of students who 
received McKinney Vento services 

● Comparison Group 2: a group of students who were 
part of households who applied for the Habitat 
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Homeowner program, but who were not eligible or 
declined.  

The datasets and years requested are below: 

● Habitat for Humanity of the Charlotte Region: 2006-
2020 

● CMS: 2006/07-2020/2021 

 

 

Understanding proportionality and representation in Data Trust datasets 

Project Lead & Organization Sydney Idzikowski, UNC Charlotte Urban Institute  

Project Description The purpose of this project is to understand the groups 
represented within and across partner agency datasets at the 
Charlotte Regional Data Trust and how those groups may or 
may not be proportionality representative of the 

Mecklenburg County population. The groups that are 
available across data partner data are race, ethnicity, age, and 
gender. As available, other groups may also be included such 
as disability status, veteran status, immigrant, and geography 

(zip code). This project will be used to create the State of Our 
Data Report and to inform Data Trust board and committee 
stakeholders about the nature of the Data Trust’s data 
holdings and will help the board and committees, particularly 

the Community Data Advisory Committee (CDAC). 

Data Requested & Linked This study used all records included in the datasets and dates 
listed below and linked them across all other datasets. A 
master person index was created to understand the 
demographics of each unique person, as well as which 

datasets each unique person interacted with between 2016 
and 2023.  
The datasets and years requested are below: 

● Crisis Assistance Ministry: 2016-2022 

●  Charlotte-Mecklenburg Schools: 2015/16-2021/22 
● DSS – Economic Services: 2016-2022 
● DSS – Abuse and Neglect Investigations: 2016-2022 
● DSS – Family in Home Services: 2016-2022 

● DSS – Children in Custody: 2016-2022 
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● Goodwill Industries of the Southern Piedmont: 2020-
2022 

● HMIS: 2016-2022 

● MCSO – Booking: 2016-2022 
● MCSO - Arrest Processing Center Custodial Arrests: 

2016-2022 
● Habitat for Humanity of the Charlotte Region: 2017 - 

2022 

Examining educational outcomes for children involved in foster care 

Project Lead & Organization Dr. Robert Pinka, Council for Children’s Rights 

Project Description This project will investigate the educational outcomes of 
youth involved in the foster care system by using merged data 

from the child welfare system (DSS) and CMS. The primary 
group of interest will be children determined to be in DSS 
custody, with comparison groups comprised of children in 
CMS experiencing homelessness and students who are 

neither homeless nor in DSS custody. The project will seek to 
understand school-aged children’s experiences in the 
education space throughout CMS. The research questions 
are: 

● How does foster care influence educational outcomes 
for students compared to their peers who are not in 
DSS custody and their peers who are not in YFS 
custody but receive McKinney Vento services? 

● How did the passage of the Every Student Succeeds 
Act (ESSA) influence educational outcomes for 
students experiencing foster care? 

● How does foster care influence special education 

identification and services for students? 

Data Requested & Linked The broad sample includes all children enrolled in CMS from 
2010 - 2022 to establish baseline educational trends for all 
children in Mecklenburg County as a whole, and for individual 
schools or socioeconomically homogenous regions within the 

CMS district. The child welfare data was linked to the CMS 
data to obtain educational information for children involved 
in the child welfare system. The treatment group includes all 
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children who are, or were, in DSS custody. This study also 
uses comparison/control groups: 

● The broader control group will include all children 

who are, or were, not in DSS custody.  
● A control group will be constructed for children who 

are experiencing homelessness using McKinney Vento 
data. 

● In some instances, a matched (or “synthetic”) control 
group will be constructed to compare the outcomes of 
the treatment group with other individuals of a similar 
background based on schools, demographics, and key 

explanatory variables. 
The datasets and years requested are below: 

●  Charlotte-Mecklenburg Schools: 2009/10-2021/22 
● DSS – Children in Custody: 2010-2022 

● DSS - Abuse and Neglect Investigations: 2010-2022 

 

 

Integrating healthcare and social service data to evaluate the effect of COVID-19 on cancer 
disparities for underserved patients 

Project Lead & Organization Dr. Carlene Mayfield, Advocate National Center for Health 
Equity, part of Atrium Health 

Project Description This project will conduct a quantitative secondary data 

analysis to evaluate changes in healthcare and social service 
utilization across three, 12-month time periods representing 
pre- and post- exposure to the COVID-19 pandemic in March 
2020 among Atrium Health’s underserved patients in 

Mecklenburg County. The primary objectives of this study 
are to: 

● Develop an integrated dataset incorporating 
electronic health records and administrative records 

from social service organizations addressing food 
insecurity, housing, and employment needs among 
community clinic patients in Mecklenburg County, 
NC. 

●  Evaluate the role of the COVID-19 pandemic, patient 
health and characteristics, and cancer (independently 
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and conjointly) on healthcare and social service 
utilization using the integrated dataset 

Data Requested & Linked Atrium Health  extracted  a list of all patients served by one of 

seven Atrium Health community clinics between 09/01/2018 
- 8/31/2019 (baseline year). The extraction will include 
patient demographics, health factors, and chronic health 
history and healthcare utilization outcomes for the baseline 

year and two subsequent exposure years (9/1/19 – 
8/31/2020 and 9/1/20 –8/31/2021). This list of patients was 
linked with the datasets listed below to obtain social service 
outcomes of these patients.  

The datasets and years requested are below: 
● DSS – Economic Services:, 09/01/2018 – 08/31/2021 
● HMIS: 09/01/2018 – 08/31/2021 
● Crisis Assistance Ministry:  09/01/2018 – 

08/31/2021 
● Goodwill Industries: 1/01/2020 – 08/31/2021 
● Atrium Health: 09/01/2018-08/31/2021 

 

 

Student Emergency Fund - An exploratory analysis of community connections 

Project Lead & Organization Dr. Ellissa Brooks Nelson, UNC Charlotte Student Affairs 

Project Description The Vice Chancellor for UNC Charlotte’s Division of Student 

Affairs requested that Student Affairs Research and 
Assessment take a deeper look into our students who request 
Student Emergency Funds (SEF). In addition to our analysis of 
whether that financial need translates into poor outcomes as 

it relates to GPA, retention and time to degree, we would like 
to take this a step further to see if we can identify whether 
these students are receiving (or received in the past) selected 
community resources or have had interactions with selected 

agencies (e.g., child welfare, criminal justice, etc.) outside of 
the university. 

Data Requested & Linked UNC Charlotte  provided Data Trust with a list of students 
that submitted an application for Student Emergency Funding 
(SEF) at any time during 2020-2021, 2021-2022, or 2022-
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2023. This list of patients was linked with the datasets listed 
below to obtain information about the use of community 
resources. The datasets and years requested are below: 

● CMS: 2006/07 – 2021/22 
● Crisis Assistance Ministry: 7/1/2015-12/31/2022 
● Mecklenburg County DSS Economic Services: 

1/1/2013 – 12/31/2022 

● HMIS: 1/1/2014 – 12/31/2022 
● MCSO - Booking, 6/3/2003 – 2/29/22 
● DSS - Abuse and Neglect Investigations: 1/1/2000-

12/31/2022 

● DSS - Children in Custody: 1/1/2000 – 12/31/2022 
● DSS - Family In Home Services: 1/1/2000 – 

12/31/2022 
● MCSO - Arrest Processing Center: 1/1/2003 – 

4/30/2022 
● UNC Charlotte (external dataset): 2020/21-2022/23 

 

 
Transition age foster care youth and housing instability  

Project Lead & Organization Project Lead: Bridget Anderson, UNC Charlotte Urban 
Institute 

Project Description This proposal seeks to expand the communities’ 
understanding of the problem by integrating data from 
Mecklenburg County Youth and Family Services with the 
Homeless Management Information System to examine the 

total prevalence of homelessness among foster-care youth. 
The analysis will also examine risk and protective factors for 
homelessness, such as number of placements, placement 
type, reason for placement, age at first placement, and 

involvement in Foster Care 18 to 21 through a Voluntary 
Placement Agreement (VPA). 

Data Requested & Linked The sample is youth exiting foster care (DSS - CIC)  age 13 
through 21 who meet the following criteria: 

1. Exit (dte_close_transfer) occurs between 1/1/2009 -

12/31/2019 
2. Youth that turn 13 in 2009-2014. 
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The individuals from this sample are then linked with the 
other datasets to obtain predictive and outcome data.  
The datasets and years requested are below: 

● DSS - CIC, 2000 -2022 
● DSS - Abuse & Neglect Investigations:  2000 -2019 
● HMIS: 2014 - 2022 
● DSS - Economic Services:  2017 - 2022 

● MCSO - Booking: 2011 - 2022 

 
 
Youth data intervention initiative  

Project Lead & Organization Dr. Mikaela Rabinowitx, National Institute on Criminal Justice 
Reform 

Project Description The objective of this research is to better understand the 
experiences and life circumstances that result in young adults’ 
involvement in firearm homicides and attempted homicides. 

Extant research indicates that involvement in a firearm 
homicide or nonfatal shooting is associated with many of the 
same risk factors as other forms of gun violence, but youth 
and young adults who are involved in shootings have more of 

these risk factors than do people who are involved in other 
forms of gun violence. While this research does important 
work to begin to understand what differentiates people who 
shoot—and kill—others from those who are involved in other, 

less serious forms of gun violence, it does not shed light on 
how and why these risk factors intersect to influence people’s 
decisions to shoot others. As shootings and homicides have 
spiked across the country with the onset of the COVID-19 

pandemic, it is important to better understand not only the 
risk factors for shooting, but also how and why they operate.  
With this in mind, the National Institute for Criminal Justice 
Reform (NICJR) data and research team is partnering with 

five local jurisdictions, including Mecklenburg County, to 
collect quantitative and qualitative data on people who have 
committed fatal and nonfatal shootings. Quantitative data, 
such as those requested here, will enable the research team 

to map certain events and experiences across each 
individual’s life course in order to shed light on how these 
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experiences intersect and accumulate to increase risk for 
involvement in shootings. 

Data Requested & Linked CMPD provided a list of records for all suspects of a violent 

crime where at least one victim has a gunshot injury. The data 
set will include First Name, Last Name, DOB , PID Years 
2018-2023. The Data Trust matched this information with 
the PID number in the MCSO booking data for convictions, in 

order to create the main sample group. The Data Trust will 
match the list of suspects provided by CMPD with the 
Order_sub_type=SENT to determine who was convicted. This 
will serve as the base sample. The research team will use 

charge codes to determine attempted homicides. The 
individuals in the base sample were then linked to records in 
the datasets listed below.  
The datasets and years requested are below: 

● CMS: 2006/07 – 2022/23 
● DSS-Abuse and Neglect Investigations:2007-2022 
● DSS-Children in Custody: 2007-2022 
● MCSO -  Booking: 2003 - 2023 

● MCSO - Arrest Processing Center: 2003 - 2021 
● CMPD Suspect (external dataset): 2018-2023 

 

 

Integrating healthcare and educational data to evaluate the effectiveness of school-based virtual 
care and teletherapy on healthcare utilization and academic outcomes  

Project Lead & Organization Dr. Carlene Mayfield, Advocate National Center for Health 
Equity, part of Atrium Health 

Project Description The primary goal of this study is to assess the effects of the 

school-based virtual care  and school-based teletherapy 
programs at Charlotte-Mecklenburg School  sites on (1) 
healthcare utilization (emergency department and primary 
care utilization), (2) mental health (anxiety and depression) 

and (3) academic outcomes (absenteeism, academic 
performance, and disciplinary action). The secondary goal of 
this study is to explore how outcomes vary by patient 
demographics, school characteristics, and community 

characteristics. Outcomes will be assessed pre- and post-
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program utilization for program year 1 (2022-2023 school 
year). 

Data Requested & Linked The list of participants in Atrium Health’s School Based 

Virtual Care and School Based Teletherapy programs at 
Charlotte-Mecklenburg Schools will be provided to the Data 
Trust every year (2022-2023 through 2026-2027) to be 
linked to CMS data. Included in this list will be a comparison 

group of patients to also link to the Data Trust data. 
The datasets and years requested are below: 

● CMS: 2021/22 – 2022/23 
● Atrium Health: 8/16/2021-6/9/2023 

 

 
CAPE: Assessing equity in computer science and computing education in CMS schools  

Project Lead & Organization Dr. Xiaoxia Newton, UNC Charlotte College of Education (and 
Gambrell Faculty Fellow) 

Project Description The CAPE framework guides this study  about  early exposure 
to computing education in one of the largest urban school 
districts in the greater Charlotte metropolitan area, namely 

the Charlotte Mecklenburg School (CMS) district. CAPE 
stands for capacity, access, participation and experience in 
computing education and provides an excellent “lens for 
assessing equity not simply as an end product, but as an 

integral component to each element of the systems that 
support computing education” (Fletcher & Warner, 2021, 
p.23). Using the CAPE framework (Warner et al., 2022) and 
taking advantage of the longitudinal administrative data on 

CMS schools and students, we focus our research on the 
following set of intertwined 
questions: 

1. Capacity: Do CMS schools have instructors qualified 

to teach CS courses?  
2. Access: Are CS courses offered in low-income schools 

at similar rates to other schools? 
3. Participation: Which subgroups are underrepresented 

in CS courses? To what extent? 
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4. Experience/outcome: Are there disparities in course 
passing rates? To what extent? Are there external 
barriers to students ’success?  

5. 5. Interconnectedness question: What student and/or 
school level factors (Capacity & Access) are predictive 
of the likelihood of enrolling or passing CS courses 
(Participation & Experience)? 

Data Requested & Linked The sample will consist of eight cohorts of CMS students who 
entered CMS as 9th graders between school year 2012-2013 
(cohort one) and 2019-2020 (cohort eight) respectively. The 
student data is linked with records in the other datasets listed 

below.  
The datasets and years requested are below: 

● CMS: 2006/2007- 2022/2023 
● HMIS:  2016 -2023 

● DSS – Children in Custody:  2007 - 2023 
● DSS – Economic Services: 2007 - 2023 

 

 
Incarceration and Homelessness Integrated Data Report 

Project Lead & Organization Bridget Anderson, UNC Charlotte Urban Institute 

Project Description The goal of this study is to provide local data which can be 
used to define and address problems related to homelessness 

and recidivism among formerly incarcerated individuals. 
Research Questions: 

1. To what extent have individuals incarcerated in 
Mecklenburg County jails experienced homelessness 

prior to incarceration? 
2. To what extent do formerly incarcerated individuals 

experience homelessness after release? 
3. Who tends to experience homelessness after release 

from MCSO custody? 
Part of the State of Housing Instability and Homelessness 
report series, the study examined the ways in which people 
experiencing homelessness interact with the Mecklenburg 

County jail. They found that nearly seven percent of people 
experienced homelessness in the two years before or after 

https://mecklenburghousingdata.org/research/
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incarceration; that people with a prior history of 
homelessness were 22 times more likely to have another 
episode of homelessness after their release from 

incarceration; and Black individuals are overrepresented in 
both the jail and homelessness services. The full report can be 
found here.  

Data Requested & Linked Individuals who were incarcerated in Mecklenburg County 

Detention Center for at least one night and whose last prior 
residence was in Mecklenburg County were linked with 
records from HMIS to explore homelessness outcomes.  
The datasets and years requested are below: 

● MCSO - Booking, 2016-2018 
● HMIS:  2014 -2020 

  
Girl Scouts Program Evaluation 

Project Lead & Organization Bridget Anderson, UNC Charlotte Urban Institute 

Project Description This study helped Girl Scouts Hornets Nest Council better 
understand the extent to which participation in the Girl Scout 

Leadership Experience affects the behavioral and academic 
outcomes of its participants. The results of the analysis 
indicate that being a member of the Girl Scouts had a positive 
effect on math proficiency, science proficiency, and school 

attendance. The research questions for this evaluation are 
the following: 

1. What are the attendance (absences) and academic 
(math and science) outcomes of Girl Scouts before and 

during participation in the Girl Scouts Leadership 
Experience? 

2. How do these changes compare to a demographically 
matched comparison group? 

Data Requested & Linked To answer these questions, the research team will examine 

school attendance and EOG records (math, science) of Girl 
Scout (GS) participants who: 

● were enrolled in the Charlotte-Mecklenburg School 
District (CMS) between 2014-15 and 2017-18; 

https://ui.charlotte.edu/story/three-takeaways-new-report-homelessness-and-incarceration-charlotte-mecklenburg
https://ui.charlotte.edu/story/three-takeaways-new-report-homelessness-and-incarceration-charlotte-mecklenburg
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● began GS membership during the 2015-16 school 
year; 

●  were in 4th-6th grade during the 2015-2016 school 

year; and 
● remained enrolled in GS between 2015-16 and 2017-

18 
GS participants who are eligible for the study will be matched 

by demographic (grade, race) and socio-economic status 
(using home address as a proxy) to a comparison group of girl 
CMS students (CMS). 
The datasets and years requested are below: 

● Girl Scouts: 2016-2018 
● CMS: 2015/16-2018/19 
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